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An important component of routine visual behavior is the ability to find one item in a visual
world filled with other, distracting items. This ability to perform visual search has been the sub-
ject of a large body of research in the past 15 years. This paper reviews the visual search litera-
ture and presents a model of human search behavior. Built upon the work of Neisser, Treisman,
Julesz, and others, the model distinguishes between a preattentive, massively parallel stage that
processes information about basic visual features (color, motion, various depth cues, etc.) across
large portions of the visual field and a subsequent limited-capacity stage that performs other,
more complex operations (e.g., face recognition, reading, object identification) over a limited por-
tion of the visual field. The spatial deployment of the limited-capacity process is under atten-
tional control. The heart of the guided search model is the idea that attentional deployment of
limited resources is guided by the output of the earlier parallel processes. Guided Search 2.0 (GS2)
is a revision of the model in which virtually all aspects of the model have been made more ex-
plicit and/or revised in light of new data. The paper is organized into four parts: Part 1 presents
the model and the details of its computer simulation. Part 2 reviews the visual search literature
on preattentive processing of basic features and shows how the GS2 simulation reproduces those
results. Part 3 reviews the literature on the attentional deployment of limited-capacity processes
in conjunction and serial searches and shows how the simulation handles those conditions. Fi-

nally, Part 4 deals with shortcomings of the model and unresolved issues.

Imagine the following scenario: you are in the midst
of reading this article in the latest edition of the Psycho-
nomic Bulletin & Review when you are summoned to a
meeting. You place the journal on top of that two-foot
stack of things to be read on your desk and depart. Un-
fortunately, while you are out, a shelf collapses spread-
ing the journals, books, and an assortment of other detri-
tus across the floor. When you return and survey the
scene, your first thought is to return to this article. Obvi-
ously, you would need to undertake a visual search for
the journal. If we assume that the journal is not hidden
under other objects, you could efficiently locate all the
purple rectangles of a certain size among other items.
Those items might include distractor items having the tar-
get shape, color, or size. The target journal might be
partly occluded. Still, this would not strike you as a
demanding task. Although you would need to stop to read
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the date on this issue of the journal in order to distinguish
it from other, visually similar issues of the journal, you
would not need to read the date on copies of the Journal
of Experimental Psychology: Human Perception & Per-
formance that share shape but not color with the target.
Nor would you need to attend to a coffee mug even if
its color was a perfect match to the journal’s color.
The relative ease with which humans can search for tar-
gets in a crowded visual world is the subject of this paper.
The ability is not trivial. The visual system cannot fully
process all of its input. There is not enough room in the
skull for all of the neural hardware that would be required
to perform all visual functions at all locations in the visual
field at the same time (see, e.g., Tsotsos, 1990). The
visual system has two basic approaches to this problem.
The first is to discard input. Thus, the retinal image is
processed in its full detail only at the fovea. In the pe-
riphery, information is much more coarsely sampled.
Receptors are spaced more widely, ganglion cell recep-
tive fields are larger, and the cortical representation of
the periphery is smaller (White, Levi, & Aitsebaomo,
1992; Wilson, Levi, Maffei, Rovamo, & DeValois,
1990). The second approach is to process information
selectively. A large set of visual functions can be per-
formed only in a restricted part of the visual field at any
one moment. The identification of psychology journals
is one case. Reading is a less strained example. Given
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large enough print, it is possible to read text in any por-
tion of the visual field, but it is not possible to read two
messages in two parts of the field at one time.

Not all visual processes are limited to one portion of
the visual field at a time. As Neisser (1967) suggested,
there are parallel processes that operate over large por-
tions of the visual field at one time, and there is a second
set of limited-capacity processes that are restricted in their
operation to a smaller portion of the visual field at one
time. In order to cover all of the visual field, these limited-
capacity processes must be deployed serially from loca-
tion to location.!

It is obvious that the visual system’s limited resources
should not be deployed and are not deployed in a random
fashion. They are under attentional control. By ‘‘paying
attention’’ to a specific locus in the visual field, we bring
to bear at that locus some of these limited-capacity visual
processes. The control of this deployment can be ex-
ogenous, based on the properties of the visual stimuli, or
endogenous, based on the demands of the ‘‘user’’ of the
visual system. These are not mutually exclusive. Deploy-
ment can be based on the subject’s wish to look for a spe-
cific visual stimulus. In this paper, we will consider the
deployment of attention in the exogenous and mixed cases.

This paper has three objectives.

1. It provides a fairly extensive review of the visual
search literature. There has been an explosion of research
in visual search in the past few years. Though it cannot
claim to be comprehensive, this paper will survey that
literature and discuss some of the theoretical issues raised
by the data.

2. It describes a revision of our Guided Search model
of visual search. The original version (Cave & Wolfe,
1990; Wolfe & Cave, 1989; Wolfe, Cave, & Franzel,
1989) requires modification in light of new data and fur-
ther thought—hence, Guided Search 2.0.

3. It presents a computer simulation of substantial parts
of the model. The simulation presented here can, with a
single setting of its parameters, produce data that closely
resemble human data for a wide variety of standard search
tasks.

The review of the literature is presented in the context
of the Guided Search model. For the reader with an in-
terest in specific issues in the visual search literature, I
have tried to provide section headings that will permit a
selective reading of the paper. Part 1 describes the scope
of the problem and the details of the guided search model
and its simulation. Readers uninterested in those details
might skip to the summary of Part 1. Part 2 reviews visual
search data on searches for targets defined by a single fea-
ture and shows that the simulation can reproduce the re-
sults of a variety of feature search results. In Part 3, we
turn to conjunction searches and serial searches. Here,
too, the simulation reproduces the results of experiments
with human subjects. Finally, Part 4 discusses some of
the omissions and errors of the current version of Guided
Search.
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1. GUIDED SEARCH 2.0
Model and Simulation

Some Recent History

Briefly, Guided Search holds that the early stages of the
visual system process all locations in parallel but are capa-
ble of extracting only a limited amount of information
from the visual input. Subsequent processes can perform
other, more complex tasks but are limited to one or, per-
haps, a few spatial locations at a time. Information
gathered by the parallel front end is used to restrict the
deployment of the limited-capacity processes to those parts
of the visual field most likely to contain items of interest.
This guidance is not perfect, but it is far more efficient
than random deployment of attention. Guided Search be-
gan as a modification of Treisman’s feature integration
model (Treisman, 1988; Treisman & Gelade, 1980). It
owes intellectual debts to Neisser’s division of visual pro-
cessing into preattentive and attentive stages (Neisser,
1967), to Hoffman’s ‘‘two-stage’’ model (Hoffman, 1978,
1979), and to Egeth’s work on conjunctions (Egeth, Virzi,
& Garbart, 1984).

Models that live for any time past their birth change
as new data appear. This raises certain problems in the
literature as people build upon or criticize outmoded ver-
sions of a model. For example, the current literature is
full of experiments, arguments, and computational the-
ories based on, supporting, or attacking Treisman and
Gelade’s (1980) original feature integration theory. In the
past 10+ years, however, Treisman’s group has been very
active, and the current version of feature integration is
different from the original in important ways. Since the
name of the model remains the same, it is not immedi-
ately obvious that the earlier version has been superseded.
It might help if we borrowed a convention from the soft-
ware industry and numbered the versions of our models.
Accordingly, I have called the present model Guided
Search 2.0 (GS2) to denote what I hope is a substantial
upgrade of the original Guided Search model (GS1).

In the first part of the paper, the GS2 model will be
described. The details of the simulation and choices that
must be made about parameters are also described. Part 1
ends with a discussion of the differences between GS2
and GS1 as well as other models of spatial visual attention.

The Visual Search Paradigm

One of the most profitable paradigms for studying the
deployment of attention has been the visual search para-
digm in which the subject looks for a target item among
a set of distractor items. Two methods are commonly
used. In what can be called the percent correct method,
the experimenter briefly presents an array of items fol-
lowed after some interstimulus interval (ISI) by a mask.
The subject gives a forced-choice, target-present, or
target-absent response and percent correct is measured
as a function of ISI. The total number of items (set size)
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is varied. If a task can be performed with high accuracy
even with short ISIs, and if the ISI X percent correct func-
tion does not change with set size, this is taken to show
that all items have been processed in parallel to a degree
sufficient to do the task. If larger set sizes require longer
ISIs to achieve the same percent correct as smaller set
sizes, this is taken to show that a process with limited ca-
pacity is required for the search task (Bergen & Julesz,
1983).

The second method measures reaction time (RT) as a
function of set size. Sample data are shown in Figure 1.
The top panel shows data from a visual search for a ver-
tical line among horizontal distractors and for a red box
among green boxes. The amount of time to respond ‘‘yes’’
(a target is present) or ‘‘no’’ (no target is present) is in-
dependent of set size, suggesting that all items can be
processed for orientation in parallel. By contrast, in the
bottom panel, the target is a *“T’” and the distractors are
“L”s. (““T"’s and “‘L’’s need to be presented in various
orientations. Otherwise grouping and shape information
make the task quite easy—see Humphreys, Quinlan, &
Riddoch, 1989.) Here response times (RTs) increase
roughly linearly with set size, and the slope of the RT
X set size function is about twice as great for blank trials
as for target trials. This pattern of results is consistent
with a serial self-terminating search in which the subject
deploys attention at random from item to item until the
target is found or until all items have been checked (Stern-
berg, 1969; Treisman & Gelade, 1980).

As Townsend (1971, 1976, 1990) has pointed out, RT
X set size functions are not, by themselves, definitive di-
agnostics for parallel versus serial processes. Some re-
cent work with modifications of the basic search para-
digm suggests that serial processing is involved in at least
some of the tasks that produce linear RT X set size slopes
with 2:1 ratios between blank and target trial slopes
(Kwak, Dagenbach, & Egeth, 1991). However, there are
limited-capacity parallel processes that could produce re-
sults described above as serial. At the very least, increas-
ing slopes of RT X set size functions can be taken as a
measure of the cost of each additional distractor.?

The Guided Search Model

The basic goal of the Guided Search model is to ex-
plain and predict the results of visual search experiments.
More generally, the model seeks to explain our ability
to find a desired visual stimulus in a normal, continuous
visual scene. The architecture of the model is shown in
Figure 2. This section will describe the model and our
simulation of part of it. The subsequent sections will
review the relevant human search data and show how sim-
ulated results compare to actual results.

Feature Maps

Input and initial processing of stimuli are assumed to
be carried out in parallel across the entire visual field.?
At some point, independent parallel representations are
generated for a limited set of basic visual features. These
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Figure 1. Data from standard “paralle]” and “serial” visual search
tasks. (A) Subjects search for a red target among green distractors
or a vertical target among horizontal distractors (data replotted from
Wolfe, Friedman-Hill, Stewart, & O’Connell, 1992). (B) Subjects
search for a T in one of four possible orientations among similarly
rotated Ls. All data points represent the average of 10 subjects (un-
published data from Wolfe & Friedman-Hill, 1990).

will be called feature maps. There are, at least, three ways
to envision these feature maps.

1. There could be independent maps for each basic
color, orientation, size, and so on (i.e., a map for ‘‘red,”’
‘““green,’’ ‘“‘vertical,”’ etc.). In its most extreme form,
there would be no difference in the relationship between
the maps for ‘‘red’” and ‘‘green’’ and the relationship be-
tween the maps for “‘red’” and *‘vertical.”” Something ap-
proaching this position can be found in Treisman (1985,
Figure 9).
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Figure 2. The architecture of GS2.

2. There might be separate maps for each feature type
(color, orientation, etc.). Within the map for color, there
might be some independence between the representations
“‘red,”” “‘green,”’” and so forth, but there would be a dif-
ference between the relationship between ‘‘red’’ and
““green’’ and that between ‘‘red’” and ‘‘vertical.””

3. Finally, all features could be represented in a sin-
gle, multidimensional map like that suggested by Dun-
can and Humphreys (1989), although these researchers
appear to have moved their views recently toward some-
thing like Option 2 or Option 1, above (Duncan & Hum-
phreys, 1992).

GS2 follows the second alternative of one map per fea-
ture type (Wolfe et al., 1990), although recent evidence
suggests that there may be differences between features.
There may be, for example, multiple color maps but only
one orientation map (Nothdurft, 1993b; Wolfe, Chun, &
Friedman-Hill, in press).

The set of feature maps supported by current empiri-
cal studies will be enumerated in Part 2. In the GS2 sim-
ulation, only color and orientation feature maps are im-
plemented. Each is treated as an 8 X 8 array with numerical
values designating the orientation or color at each loca-
tion. For orientation, the values are given in degrees from
vertical (tilted right > 0, left < 0). For color, the values
are an arbitrary mapping of spectral colors from red
through green onto numerical values (red = 10, yellow =
20, etc.). These are not intended as any serious approxi-
mation of the psychophysical representation of color.

Bottom-Up and Top-Down Activation

We assume that the feature maps contain the informa-
tion required for one to identify the specific colors, orien-
tations, depths and so forth that are present in the visual
input. It is to the color feature map, for instance, that one
would look for the representation of the precise shade of
a glass of Burgundy (though the actual act of identifica-
tion may require attention). For purposes of visual search,
however, the role of parallel processing of basic features
is to identify locations that are worthy of further atten-
tion. In Guided Search, this is modeled as differential ac-
tivation of locations in each feature map. The greater the
activation at a location, the more likely it is that attention
will be directed to that location. There are two compo-
nents of activation: stimulus-driven, bottom-up activation,
and user-driven, top-down activation.

Bottom-Up Activation

Bottom-up activation is a measure of how unusual an
item is in its present context. The strength of bottom-up
activation for one location is based on the differences be-
tween it and items at neighboring loci. It does not depend
on the subject’s knowledge of the specific search task.
Differences refer to differences in the relevant feature
space. Thus, the 40° difference between a line tilted 30°
from vertical and one tilted 70° is greater than the 20°
difference between 30° and 10°. A full model would re-
quire an understanding of the metrics of each feature
space. This is not trivial. For example, comparisons of
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orientations are not based on angular difference alone (see
Rock, 1974, for a classic set of illustrations dating back,
at least, to Mach, 1886/1959). In orientation search tasks,
while 30° and 10° are more similar than 30° and 70° on
the basis of their angular separation, we have found that
30° and —30° (mirror symmetric orientations) are more
similar than angular separation alone would lead one to
suspect (Wolfe & Friedman-Hill, 1992a).

There is evidence, particularly in the orientation do-
main, that assignments of similarity are based on the out-
puts of broadly tuned, perhaps categorical, channels
(Foster & Ward, 1991a, 1991b). In the present simula-
tion, orientations are first ‘‘filtered’’ by channels that re-
spond to steep, shallow, left, or right (Wolfe, Friedman-
Hill, Stewart, & O’Connell, 1992). The outputs of the
channels are defined as follows:

®

for —45 < x < 45
for —90 < x < —45
and 45<x < 90
for 0<x< 90
for -90 < x < 0

steep = (cos(2x))°2
shallow = abs(cos(2x))%?*

right = (sin(2x))*?
steep = abs(cos(2x))®*

where 0° is vertical, and positive values are tilted to the
right of vertical. These response profiles are shown in
Figure 3. The specific formula is arbitrary. For the pres-
ent purposes, we require only that the channels be broadly
tuned to the categories found in visual search experiments.

The lower panel of Figure 3 shows the channels for
color. These are quite arbitrary. They are the third root
of triangular functions that have peaks at ‘‘red,”” “‘yel-
low,”” “‘green,”’ and ‘‘blue.”” The colors are defined in
arbitrary units that preserve only their ordinal position
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Figure 3. In the simulation, input is filtered through broadly tuned channels shown
here for (A) orientation and (B) color. These channels can be considered to be “categori-
cal,” with each channel responding to a category such as “red” or “steep.”



on the spectrum. However, the underlying principle is the
same as in orientation. Color is coarsely categorized be-
fore being used for the guidance of attention. Experiments

that would adequately define the categories have not been

done.

In this simulation, stimuli are either present or absent
at a location. This ignores the role of stimulus salience.
In reality, a high-contrast vertical line should attract more
attention than a low-contrast line. In the simulation, this
distinction is not made.

Bottom-up activation is calculated separately for each
feature. In the current simulation, the activation for an
item is computed as follows.

1. The bottom-up activation for an item is based on
comparison with all of the item’s neighbors in a 5 X5 ar-
ray centered on the item. For each neighbor, we com-
pute the difference between the output of each broadly
tuned channel for the item and that neighbor. Items out-
side the 5X5 array do not influence the bottom-up acti-
vation of the item.

2. The differences are thresholded by a preattentive just
noticeable difference (Pjnd). The idea of a preattentive jnd
comes from work showing that differences that are clearly
discriminable in foveal, attentive vision cannot be used
by the preattentive feature processes to support parallel
visual search. Thus, while subjects can perceive orienta-
tion differences of less than 1° in foveal vision, Pjnds for
parallel search in orientation are on the order of 10°-15°
(Foster & Ward, 1991a). Preattentive jnds are much
greater than standard jnds in color as well (Nagy & San-
chez, 1990). The result is that small differences in color
or orientation do not contribute to bottom-up activation.

3. Each difference is multiplied by the strength of the
response of the broadly tuned channels to the item itself.
Thus, a ‘‘strong’’ stimulus will have a larger bottom-up
activation than will a “‘weak’’ stimulus.

4. This quantity is divided by the distance from the item
to the neighbor. Thus, near neighbors have a stronger ef-
fect on the activation than do far neighbors.

5. The contributions from all neighbors are averaged,
and this average becomes the bottom-up activation for that
item for that feature.

6. Finally, bottom-up activation of any item has a ceil-
ing of 200 arbitrary units of activation. This is based on
the intuition that there is a ceiling on texton gradients.
(Does a 45° line among horizontal lines ‘‘pop out’’ any
less than a 45° line among —45° lines?) Furthermore,
if activations were allowed to grow without limit, there
would be situations (notably conjunction searches) in
which the simulation would make the unfortunate predic-
tion that increasing the difference between target and dis-
tractors would make performance worse because the
added bottom-up activation would act as noise. (E.g., big
red vs. green differences would be more misleading than,
say, white vs. pink. In fact, as discussed in Part 2, con-
junction search is easier when feature differences are
greater.)

Bottom-up calculations could be done in a more phys-
iologically plausible manner. For example, the neighbor-
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hood weighting function could be Gaussian rather than
linear. However, the important attributes of bottom-up
activation are captured by this approximation: (1) Activa-
tion of an item increases as the difference between that
item and other items increases. (2) Activation decreases
as the distance between an item and neighboring items
decreases. This can be translated into Julesz’s terminol-
ogy. The patterns of bottom-up activation across an ar-
ray of items are similar to ‘‘texton gradients’” (Julesz,
1986). Moreover, it should be clear that this bottom-up
activation embodies the similarity principles given in Dun-
can and Humphreys (1989). As target-distractor similarity
increases, target activation will decrease and search will
become harder. As distractor-distractor similarity in-
creases, distractor activation will decrease and search will
become easier. Bottom-up activation allows search for an
‘““odd man out’’ even in cases in which the stimuli change
from trial to trial.

Top-Down Activation

Bottom-up activation guides attention toward distinc-
tive items in the field. It will not guide attention to a
desired item if the featural properties of that item are not
unusual. For this, top-down, user-driven activation is
needed. Thus, in a search for green crayons in a box of
many different hues, bottom-up activation will be noise.
A top-down request for ‘‘green’” will activate locations
that might contain the correct crayon. How does the user
of the visual system ‘‘talk’’ to the parallel feature pro-
cesses? Put less colloquially, how is the desired value of
the target specified for a given feature? In a series of ex-
periments on orientation (Wolfe, Friedman-Hill, et al.,
1992), we found that subjects were able to specify only
one of the categories of “‘steep,’” ‘‘shallow,”” “‘left,”” and
““right’” and not the actual angle (e.g., 20°) or a combi-
nation of categories (e.g., steep and right). Accordingly,
in GS2, top-down activation is accomplished by select-
ing the output of the one broadly tuned channel per fea-
ture (e.g., ‘‘red”’ for color and ‘‘shallow’” for orienta-
tion in a search for red horizontal lines).

How is the correct channel selected? The goal of selec-
tion is to pick the channel that best differentiates the tar-
get from the distractors. This is not necessarily the chan-
nel that gives the largest response. For example, consider
a search for a 20° tilted line among vertical distractors.
The 20° line will produce a larger response from the
“‘steep’” channel than from the ‘‘right’’ channel. How-
ever, the 0° distractors will produce an even bigger
“‘steep’’ response than will the 20° items. However, the
0° items will produce no *‘right’’ response. Thus, to se-
lect the 20° line, the correct choice is to monitor the out-
put of the “‘right’’ filter. In the next generation of the
model, channel selection will be done by the simulation
as it monitors its performance with feedback. In the 2.0
version, selection is done by a series of rules.

1. The targets and distractors are examined to deter-
mine what categories are present in the target and whether
they are unique. More weight is given to unique cate-
gories.
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2. For each channel, the weighted response of a chan-
nel to the target is compared with the average response
of the channel to the distractors. The channel with the
greatest positive difference is selected.

As another example, take a 30° target among 50° and
—50° distractors. The 30° target is steep and right and
produces a larger response to ‘‘right.”” However, one of
the distractors is also tilted right while neither is ‘‘steep.”
This makes the unique ‘steep’’ channel the correct choice.

The output of the selected channel is rescaled into ar-
bitrary activation units such that the maximum top-down
activation is 200 units. In a future version, one might set
color activation higher than orientation, on the basis of
evidence that color information guides attention more ef-
fectively than orientation (Egeth et al., 1984; Poisson &
Wilkinson, 1992; Zohary & Hochstein, 1989).

The Activation Map

For the purposes of visual search, each feature module
can be thought of as a pair of topographic maps with hills
of higher activation marking locations receiving substan-
tial bottom-up or top-down activation. Attention is at-
tracted to the hills. The overall effect of activation in all
maps is seen by summing the activations to create an ac-
tivation map (see Figure 2).* For the purposes of guid-
ing attention, activation at a locus does not contain any
information about its source. High activation from the
color map “‘looks’’ the same as high activation from the
orientation map in this representation. Thus the activa-
tion map contains no information about the burgundy hue
of that glass of wine. It should contain a hill of activation
at the appropriate location if one were looking for that
glass. The purpose of the activation map is to direct at-
tention. In the absence of any endogenous commands to
the contrary, attention will be placed at the locus of highest
activation. The processes under attentional control then
make the decision about the actual identity of the item.
In a visual search task, if the target is not found at that
locus, attention will be redeployed to the locus with the
next highest activation, and so forth.’

In a “‘parallel”’ visual search, the target item produces
the highest level of activation in the activation map,
regardless of the number of other items. It is, therefore,
the first item to attract attention, regardless of set size.
The resulting RT X set size functions have slopes near
0.0 msec/item. Parallel search is often but not always
accompanied by the subjective impression of pop-out, the
feeling that the target item leaps out of the display to grab
attention (Treisman, 1985; Treisman & Gormican, 1988).
Pop-out appears to occur when the activation of the tar-
get would be particularly high relative to that of the dis-
tractors (e.g., a red item among homogeneous green dis-
tractors). It may be that only strong bottom-up activation
is adequate to yield subjective pop-out. Certainly, it is
possible to have parallel search without pop-out (e.g., a
red target among heterogeneous distractors; see Duncan,
1989; Wolfe et al., in press; Wolfe et al., 1990). See
Wolfe (1992) for further discussion of this point.

The activation map makes it possible to guide attention
based on information from more than one feature. This
is important in the search for targets not defined by a sin-
gle unique feature. Suppose, for example, that the target
is red and vertical among distractors that are red hori-
zontal and green vertical. If the subject top-down acti-
vates all red items and all vertical items, the activation
map will tend to show the greatest activation for red-ver-
tical items, even though the target is not uniquely marked
in either the color or the orientation feature map. The com-
bination of feature information permits efficient, guided
search for these conjunctions of features, something not
allowed in the original feature integration model (Treis-
man & Gelade, 1980) but required by more recent data
(Dehaene, 1989; Egeth et al., 1984; McLeod et al., 1988;
Nakayama & Silverman, 1986; Sagi, 1988; Treisman &
Sato, 1990; Wolfe, Cave, & Franzel, 1989; Zohary &
Hochstein, 1989). Conjunction searches are discussed
more extensively later in the paper.

Cognitive Control of the Activation Map

Top-down and bottom-up activation are of different
value in different tasks. Consider the conjunction search
for a red vertical target among red horizontal and green
vertical items. Since half the items are red, half green and
half are vertical, half horizontal, the bottom-up informa-
tion based on local comparisons (texton gradients) is use-
less. Top-down specification of the correct color and
orientation is of use. By contrast, consider a task where
the target is a line of orientation x among distractors of
orientation y where x and y vary from trial to trial. Here,
only bottom-up activation is of use. It would be helpful
if the system were capable of using the informative sig-
nals while suppressing the uninformative.

Human experimental data indicates that the contributions
of different features and of top-down versus bottom-up
activation can be modulated by knowledge of the specific
task demands (Francolini & Egeth, 1979). Furthermore,
while Jonides and Yantis have shown that, all else being
equal, irrelevant transients will capture attention (Jonides
& Yantis, 1988; Yantis & Johnson, 1990; Yantis &
Jonides, 1990), Yantis has also reported that this capture
is not found if the transient is known not to mark the tar-
get. We have shown that a ‘‘snowstorm’’ of abrupt onset
dots, appearing one every 40 msec, need not interfere with
serial search tasks (Wolfe & Friedman-Hill, 1990). Pash-
ler (1988) demonstrated that singletons in an irrelevant
dimension need not disrupt search. Folk, Remington, and
Johnston (1992) have shown that the ability of a stimulus
to produce an involuntary shift of attention is modulated
by the nature of the primary task (i.e., color cues will
force a shift of attention in color tasks but not in abrupt
onset tasks and vice versa). Finally, there is growing evi-
dence that subjects can learn specific search tasks (Ahissar
& Hochstein, 1992; Karni & Sagi, 1990, 1992; Maljkovic
& Nakayama, 1992; Vieira & Treisman, 1988). Subjects
may be learning what aspects of the parallel information
are of use in each specific task. Accordingly, in GS2,



knowledge of the task requirements is allowed to influ-
ence the relative contributions of different feature maps
to the activation map.

As with the selection of the optimal channel for top-
down activation, the next generation of guided search
will set these weights by monitoring its own performance.
In the current simulation, weight setting is done by a se-
ries of rules. These rules are held constant over all runs
of the simulation. Just as we would not expect a human
subject to perform well without instruction, these rules
can be thought of as the “‘instructions’’ to the computer
‘‘subject.”

For the simulation results reported here, two rules were
used.

1. If there is no relevant top-down information from
a specific feature, set the weight of top-down activation
for that feature to zero. (E.g., if all items are red, do not
use top-down color information, or, if orientation changes
from trial to trial, do not use top-down orientation infor-
mation.)

2. If distractors share an attribute with the target, re-
duce the bottom-up contribution for that feature. (E.g.,
if the target is red vertical and there are red horizontal
distractors, reduce bottom-up color input to the activa-
tion map.) The amount of the reduction varies with the
ratio of distractor types. Thus, if the target is red and half
the distractors are red with the other half green, bottom-
up activation for color is reduced to 25% of normal. How-
ever, if there are only a relatively few red items in a sea
of green, bottom-up information is useful and its contri-
bution increases (Poisson & Wilkinson, 1992; Zohary &
Hochstein, 1989). Bottom-up information is never reduced
to zero because of the evidence that irrelevant singletons
can capture attention and because, in some cases, irrele-
vant variation in another dimension seems to interfere with
search (e.g., Ivry & Cohen, 1990; see also Theeuwes,
1991, 1992, though he has a rather different interpreta-
tion of his results).

For computational convenience, activations are rescaled
so that distractor activations have a mean of zero. The
resulting negative activations have no physiological sig-
nificance. It is the rank order of activations that is im-
portant.

The Deployment of Attention

To recapitulate—the activation map combines informa-
tion from bottom-up and top-down processes. The con-
tributions of different processes are modulated by some
understanding of the task demands. The result is a signal
at each location that indicates the likelihood of a target
at that location.® Attention is deployed in order of decreas-
ing activation. It shifts from peak to peak in the activa-
tion map until the target is found or until the search is
terminated. If the search is terminated without a target’s
having been found, the simulation ‘‘guesses.’” It guesses
‘‘no”’ on the vast majority of trials, generating blank trials
and misses. The few ‘‘yes’’ guesses, when wrong, pro-
duce the few false alarms seen in this type of experiment.
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Search termination is discussed more extensively below
and in Chun and Wolfe (1994).

As with many other serial search strategies, the model
described here requires that locations that have been ex-
amined are somehow removed from further consideration.
In the simulation, this is accomplished by setting the ac-
tivation at a checked location to an arbitrarily low value.
This is akin to the ‘‘inhibition of return’” that has been
proposed for these purposes (Klein, 1988; Mackeben &
Nakayama, 1988; Posner & Cohen, 1984; Rafal,
Calabresi, Brennan, & Sciolto, 1989; Tipper, Driver, &
Weaver, 1991). Some such mechanism is likely to be ac-
tive in visual search, although we have failed to replicate
one of the more promising methods for measuring it
(Wolfe & Pokorny, 1990). One could make the *‘inhibi-
tion of return’’ wear off after some period of time, al-
lowing items to be revisited on long searches, but GS2
does not do this.

GS2 treats the deployment of attention as a serial step
in processing. Attention is either at one location or
another. If it is at location x, it can only be redeployed
to y with the passage of some time. It is important to re-
member, however, that this serial/parallel distinction is
somewhat fuzzy. For example, it seems likely that the at-
tentional stage could be modeled as a limited-capacity par-
allel process with attentional resources divided between
loci in amounts proportional to the relative activations at
those loci. Search could proceed in parallel] at all loca-
tions until one item confirmed its identity as the target
or until all items above some activation threshold were
rejected (see discussion of blank trials in the next section,
and cf. Ratcliff, 1978). While the current version of
guided search employs a serial, attentional stage, a
limited-capacity parallel attentional stage would not be
hard to accommodate within the framework of the model.
The central idea of Guided Search, the parallel guidance
of attention, could be preserved in either case.

Whether attentional deployment is serial or parallel, it
is worth remembering that what is being deployed may
also be a limited-capacity parallel process. To return to
the example of reading; reading occurs at one restricted
region at a time. Within that region, the act of reading
may involve the use of a more local, parallel process of
letter and/or word recognition (see, e.g., Moser, 1991).
This would be a limited-capacity spatially parallel pro-
cess. In order to process the next word, this parallel pro-
cess would need to be redeployed in a presumably serial
fashion. As another example, the feature-binding model
of Hummel and Biederman (1992) can be thought of as
another case of a limited-capacity parallel process. It acts
in parallel to identify objects but will not work over too
large or too crowded a visual field. It could be deployed
in a serial fashion from locus to locus to perform its par-
allel identification of the object(s) at each locus.

The Termination of Unsuccessful Searches
In GS2, a search ends when a target is found or when
the searcher is reasonably convinced that no target is likely
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to be found. As search proceeds from item to item in order
of decreasing activation, it will eventually reach items with
activations so low that there is little chance that any item
of lower activation could be a target item. Thus, it should
be possible to set an activation threshold. Items with ac-
tivations below threshold would not attract attention. In
positing such a threshold, the model does not assume that
the subject has any access to the actual activation levels
produced by stimuli in a given experiment. Instead, the
correct activation threshold is found by a simple adjust-
ment procedure based on feedback (entirely automatically,
we assume). We have modeled the adjustment as a sim-
ple staircase. If a trial search ends successfully (target
present or absent), the threshold moves up N units of
activation, causing subsequent unsuccessful searches to
be abandoned more rapidly. If an error is made (hit or
false alarm), the threshold moves down KN trials, caus-
ing subsequent unsuccessful trials to be abandoned more
reluctantly. Like any similar staircase, this one, in effect,
estimates one point on a psychometric function correspond-
ing to the proportion of correct responses. The parame-
ter, K, determines the estimated point, and this corres-
ponds to the error rate. For example, a K of 14 yields
an error rate of about 7%. A more detailed account of
this aspect of the model, including simulation with sys-
tematic variation of the free parameters, can be found in
Chun and Wolfe (1994). For simulations described here,
the staircase parameter was generally fixed at 14, although
we will show the effects of systematic variation of this
parameter for one simulated search task below. Clearly,
in the real world, the tolerance for error and, thus, the
staircase parameter will vary with subjects and with in-
structions to the subjects.

Based on the observation that error rates rise with set
size, GS2 has a second rule for search termination. Some
very long searches are terminated when the simulation
concludes that it almost never takes this long to find a
target. Specifically, a random RT is generated on each
trial, uniformly distributed between 60% and 100% of
the maximum possible RT for the experiment (largest set
size X 50 msec/item). If the simulated search runs longer
than this RT, the search is terminated.

All searches terminated without a target’s explicitly be-
ing found result in a guessing response. Obviously, if a
target has not been found, the most plausible guess is that
it is not present. However, there could be a target lurk-
ing in the low-activation items, so the simulation guesses
“‘no”’ on 97% of the trials and ‘‘yes’’ on the remaining
3%. Erroneous ‘‘no’’ guesses generate miss errors. Er-
roneous ‘‘yes’’ guesses generate false alarm errors. These
are rare in the data and in the simulation.

Finally, we assume that a minimum of two items are
examined on each trial before the trial is terminated. This
makes the blank trials somewhat slower than the target
trials, reflecting real data, and prevents an excess of er-
rors at small set sizes (in which lower densities of items
produce lower bottom-up activations).

Variability of Activations

It is evident that the size of the activations that guide
attention in this model must have some degree of vari-
ability. First, they are based on the output of early vision
processes that are limited by noise (Geisler, 1989). Sec-
ond, if each specific stimulus always produced the same
activation value, most ‘‘guided’’ searches would yield
0 msec/item RT X set size functions. For example, a
search for a red vertical target among red horizontal and
green vertical distractors would always produce the
greatest activation at the target location and, thus, flat
search slopes. The failure of predictions of this sort im-
plies that the target item is not the item with the highest
activation on every trial. Distractor items could have
higher activations than the target if each activation level
varied around a mean value. The mean would be deter-
mined in the manner described in the preceding sections,
summing bottom-up and top-down contributions. The
variability reflects the fact that signals in the nervous sys-
tem are probabilistic in nature.

Thus, like many other visual tasks, visual search can
be described as a signal detection problem. There are var-
ious items clamoring for attention. The activation of the
distractors is the noise. The activation of the target is the
noise plus a guiding signal. The efficiency of search is
determined by the strength of the attention-attracting sig-
nal of the target item relative to the attention-attracting
noise of the distractors.

The recasting of guided search as a standard signal
detection problem is shown in Figure 4. (See Pavel,
Econopouly, & Landy, 1992, for related ideas.) Figure 4
shows the simplest case of a single target in a homoge-
neous set of distractors. Distractor activations are drawn
from a normal population with mean, N. Target activa-
tions are drawn from a distribution with mean N+,
where S is the signal. Other search tasks will yield dis-
tractor distributions of different shape. For instance, con-
sider a search for a target 30° from vertical among a large
number of horizontal distractors and a few vertical dis-
tractors. In this case, the distractor distribution would be
bimodal, with the horizontals having lower average acti-
vation than the verticals have. Though the shape of the
activation distributions may change, the basic principles
remain the same. On target trials, distractors will be ex-
amined if their activation is greater than the target acti-
vation. Over many trials, the number of distractors
checked will be equal to the proportion of the distractor
distribution that is above the average target activation (see
Figure 4). On blank trials, distractors will be checked if
they have activations above the activation threshold (com-
plicated slightly by the time-out quitting rule). Misses will
occur on target trials when the target has an activation
below the activation threshold and on which the subject
guesses ‘‘no.’” The proportion of misses corresponds to
the proportion of the target distribution below the activa-
tion threshold. As the signal strength increases, the tar-
get and distractor activation distributions move apart.
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the error rale

Figure 4. Visual search as a signal detection problem. Each distractor will have some activation, shown here as distributed normally.
If preattentive information is available to distinguish the target from the distractors, the target activation will be drawn from a distribu-
tion with a higher mean activation (the signal). Response time (RT) on target-present trials is based on the proportion of distractors with
activations higher than the mean target activation. RT on blank trials is based on the proportion of distractor activations above the activa-
tion threshold. Finally, miss rate is based on the proportion of target activations lying below the activation threshold.

Fewer of the distractors are checked and the slope of RT
X set size functions decreases. If the activation thresh-
old is raised, the error rate increases and blank trial slopes
decrease—a classic speed-accuracy tradeoff.

The present version of the model makes the following
simplifying assumptions about variability: (1) Input to the
activation map comes from *‘neurons’’ that carry signals
perturbed by noise. (2) The noise in all ‘‘neurons’’ is nor-
mally distributed around the same mean. (3) Noise in one
“‘neuron’’ is independent of the noise in other ‘‘neurons.”’
(4) More salient stimuli (those producing larger activa-
tion signals) will cause more of these input ‘‘neurons’’
to become active. (5) The final activation in the activa-
tion map for a specific location is the average of all acti-
vated ‘‘neurons’’ at that location. The variability of the
final activation will decline with the square root of the
number of activated ‘‘neurons’’ (given normally distrib-
uted noise). The end result is that as signal strength in-
creases, the number of recruited cells increases and the
variability of activation decreases.

This decrease of variability with increasing signal
strength serves a useful function in the model. If we return
to Figure 4, the ratio of the area of the distractor activa-
tion distribution above the average target activation to the
area of that distribution above the activation threshold
gives the ratio of target to blank trial slopes. If variabil-
ity in the target and distractor distributions is held con-
stant over variations in signal strength, the blank:target

slope ratio varies inversely with signal strength. Look-
ing retrospectively at data from a wide variety of search
tasks, we have found no such systematic pattern in real
slope ratios. We examined 708 sets of target and blank
trial slopes and blank:target slope ratios from subjects
tested on a wide variety of different search tasks in our
lab. Out of these 708 sets, 187 had target trial slopes less
than 5 msec/item. This subset showed a mean slope ratio
of 1.87. Another 167 had target slopes greater than
20 msec/item with a mean ratio of 2.00. These were not
significantly different. The only obvious difference is that
slope ratios are 3.5 times more variable in the group with
the shallow slopes (more discussion of this matter can be
found in Chun & Wolfe, 1994). Thus, if the activation
variability remained constant as activation strength rose,
the simulation would produce a systematic change in slope
ratios not seen in the experimental results. By assuming
that larger signals recruit more ‘‘neurons’’ and that the
resulting average signal has lower variability, we produce
results comparable to those seen in the experimental data.

In the actual implementation, activation of a ‘‘neuron’’
in the activation map is normally distributed with a stan-
dard deviation of 100 units. As the signal strength in-
creases, the standard deviation is 100/+/(signal/11). This
roughly satisfies the two relevant constraints: first, that
the area of the distractor distribution above the average
target activation be equal to the area between the average
target activation and the activation threshold (see Fig-
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ure 4), and, second, that the area of the target distribu-
tion below the activation threshold correspond to a rea-
sonable error rate (here 7%). The simulation is quite
tolerant of moderate variation in these parameters.

Since it is unlikely that noise ever drops to zero in the
real world, a lower limit of 10 is placed on the target stan-
dard deviation.

Computing Reaction Time

In the simulation, we assume that it takes an average
of 50 msec to attend to and examine each item. We also
assume that this time per item is normally distributed, with
a standard deviation of 25 msec. RT is simply the num-
ber of items checked, multiplied by the time to check each
item; 400 msec are added as a baseline for ‘‘overhead”’
(motor programming, etc.). For N items, the RT has a
mean of 4004+50N and an SD of 25+/N.

Summary

The model and its simulation can be summarized as
follows.

1. For each feature (color and orientation, in the sim-
ulation), the image is filtered by broadly tuned channels
that correspond roughly to categorical attributes in the fea-
ture space (‘‘steep,’” ‘‘shallow,” “‘red,’’ ‘‘green,”’ etc.).

2. Based on the outputs of the filters, bottom-up acti-
vation of an item is the weighted average of the differ-
ences between that item and its neighbors. The contribu-
tion of each item to the bottom-up activation of another
item is inversely related to similarity between the items
in the relevant feature space, and inversely related to the
distance between the items in physical space.

3. For each feature, the top-down activation of an item
is determined by its match to the categorical properties
of the designated target. Thus, if the target is tilted 20°
to the right of vertical, top-down activation in orienta-
tion would be based on the ‘‘steepness’’ and the ‘right”’
tiltedness of each item.

4. To create the activation map, we take a weighted sum
of all top-down and bottom-up activations. The weight-
ings are based on task demands (e.g., if color is irrele-
vant to the task, its contribution to the activation map is
reduced).

5. In the simulation, activations are rescaled so that the
sum of activations on any given trial is zero. Larger acti-
vations recruit more ‘‘neurons.’’ Each ‘‘neuron’s’’ activity
is normally distributed with the same variance. Activa-
tion at a location is the average of all active ‘‘neurons.”’
The result is that activations are variable and their vari-
ance decreases as the signal strength increases.

6. Items are examined in a serial, self-terminating man-
ner, beginning with the most active item and continuing
in order of decreasing activation until either the target is
found or no items remain with activations above the acti-
vation threshold.” In GS2, rejected items are not revisited.
If a search is terminated without a target’s having been

found, the searcher guesses ‘“‘no’>’ 97% of the time and
““yes’’ 3% of the time.

7. The simulated reaction time has a mean of 400+
50N msec and an SD of 25+/N, where N is the number
of items examined on the trial.

8. If an error is made, the activation threshold is low-
ered. If a trial is successfully completed, the activation
threshold is elevated. The ratio of the up and down step
sizes in this staircase determines the error rate and is set
to 14:1 in the simulation.

There are a significant number of parameters to be set
in this model, some more critical than others. For the re-
mainder of this paper, all parameters are fixed unless spe-
cifically stated. If varied, they are varied only to test the
effect of their variation, not to fit the data. Parts 2 and
3 of this paper will review some of the basic findings in
visual search and show that this version of Guided Search
can reproduce a wide range of those findings. A central
claim of this paper is that the simulation can produce be-
lievable results with this single set of parameters.

Changes from GS1

The basic ideas of the original Guided Search model
are preserved in GS2. Parallel feature processes gather
information from across the visual field. That informa-
tion is summed across features to create an activation map
that embodies the system’s best guesses about the loca-
tion of a target item. The activations that are summed
come from bottom-up, stimulus-driven properties of the
display and from the subject’s top-down knowledge of the
demands of the task. Attention is deployed in a serial man-
ner from item to item until a target item is found or until
no likely target items remain. Combination of activation
from more than one type of feature allows efficient search
by the system as a whole for targets that no single com-
ponent could find. GS2 differs from the original version
in virtually all specific details. The most notable of these
are the following:

1. Input is now presumed to be filtered by broadly tuned
““‘categorical’’ channels.

2. Bottom-up activation is sensitive to distance and den-
sity effects. In GS1, each item was compared to every
other item equally.

3. Unlike GS1, activation is larger for ‘‘stronger’’ stim-
uli in GS2 (e.g., better exemplars of a category).

4. In GS2, stimuli must be different by a minimum
amount before bottom-up activation will be produced. GS1
did not have a threshold on these texton gradients, nor
did it have a maximum bottom-up activation as GS2 does.

5. In GS2, top-down activation is categorical.

6. In GS1, the combination of top-down and bottom-
up information into an activation map was not a weighted
average with weights based on the task demands as it is
in GS2.

7. The rules for termination of unsuccessful searches
are made explicit in GS2.



8. The properties and sources of noise in activations
that guide attention are more explicitly defined in GS2.

Relationship to Other Models

There are several other models and/or simulations of
visual search behavior. A point-by-point comparison of
each of these with GS2 is beyond the scope of this paper,
but a few more general comments are in order. There is
a family resemblance between GS2 and a group of models
that includes Duncan and Humphreys’s ‘‘attentional en-
gagement theory’” (Duncan & Humphreys, 1989), Asher
Cohen’s model (Cohen & Ivry, 1991; Cohen & Rafal,
1991), and the current version of feature integration
(Treisman & Sato, 1990). Each has a paraliel front end
that guides or restricts the deployment of attention. These
other models are basically verbal and qualitative in na-
ture. Each is filled with good ideas. However, none has
been simulated and none is presently described in enough
detail to be simulated. For example, one cannot make
strong predictions about slope ratios until one has a model
of blank trial RTs. More generally, with models with this
many ‘‘moving parts,’’ it is hard to know whether a so-
lution to one problem (such as ‘‘parallel’’ search for con-
junctions) will cause the model to fail on another task (such
as search asymmetries in feature searches).

A number of models have been simulated. Most of these
are neural net models (see, e.g., Humphreys & Miiller,
1993; Ross, Grossberg, & Mingolla, 1993; Sandon &
Yanikoglu, 1990). Although GS2 is not a neural net
model, there is no reason why it should not be. At the
very least, the stages of the model from the input to the
production of the activation map would seem to be prime
candidates for this type of simulation. The existing simu-
lations tend to be fairly limited in the data that they chose
to model. Thus, for instance, Humphreys and Miiller’s
very interesting SERR model is presently implemented
on one set of form stimuli (Ts and Ls in various posi-
tions). The Ross et al. (1993) model simulates a few
search tasks. Bundesen (1990) has attempted to model a
very comprehensive set of data. However, that data set
does not include the recent findings of efficient search for
conjunctions (described below) and various other visual
search results that are the starting point for the guided
search model. It would be intriguing to see the 2.0 ver-
sion of his model.

It is interesting that many of the models, particularly
the neural net models, rely heavily on grouping processes
as the engine of efficient search. This is quite different
in spirit from GS2. In GS2, each item attracts attention
on the basis of its properties. Bottom-up processes ac-
knowledge the effects of neighbors but do not act to group
similar items. In models such as SERR and that of Ross
et al. (1993), search is more efficient when distractor
items can be grouped. There is an implicit grouping in
GS2. Similar items will have similar top-down activations.
Spatially contiguous groups of similar items will produce
lower bottom-up activations. However, GS2 does noth-
ing explicit with those groupings. Attention is directed
to single items. There are no group-wide operations as

GUIDED SEARCH 2.0 213

there are in other models. There are data that produce
problems for a reliance on grouping. These will be dis-
cussed below, as will evidence that grouping is impor-
tant in some search tasks. An even-handed assessment
might suggest that models like SERR overemphasize the
role of grouping, whereas GS2 underestimates that role.

In our Guided Search project, we have attempted to go
beyond existing models by constructing a comprehensive
model of visual search behavior (e.g., feature integration)
that is explicit enough to be simulated. The GS2 result
is a model that, when simulated, can produce realistic re-
sults for several dozen specific search experiments with
a single setting of its parameters. In the following two
parts of the paper, a range of search results will be de-
scribed, with real and simulated data compared whenever
possible.

2. PROPERTIES OF
THE PREATTENTIVE STAGE
Comparing Experimental and
Simulated Visual Search

Basic Features in Visual Search

In the following review of some of the literature on
preattentive processing, it will be shown how the simula-
tion responds to some standard sets of stimuli. In the cur-
rent simulation, only color and orientation are im-
plemented. In the first section of Part 2, orientation will
be used as a generic feature to test the performance of
the simulation on feature searches (searches in which the
target is defined by variation within a single featural di-
mension). The remainder of Part 2 will review the status
of other basic features in visual search.

Orientation

Search for a target orientation among distractors of a
second orientation is parallel as long as the two orienta-
tions are sufficiently different (Landy & Bergen, 1991;
Nothdurft, 1991b; Sagi, 1990). The most impressive data
set on this subject may be found in Foster and Ward,
1991a. As the stimuli get closer in orientation, the slopes
rise. The guided search simulation produces this result.

Simulation. Unless otherwise stated, all of the simu-
lation data reported here come from a single run of the
simulation with a fixed set of parameters. Each simulated
search experiment was run for 100 practice trials and
1,000 real trials. Set sizes were 8, 12, 16, 20, 24, 32,
40, and 56. Other parameters were as described in Part 1.
Figure 5 shows the slopes of target and blank trial slopes
for distractor orientations from 5° to 55° and a target
orientation of 0° (vertical). For large differences the slope
is near zero, rising to a standard serial, self-terminating
search at smaller differences.

Search asymmetries. A characteristic of feature
searches is that they are asymmetrical. That is, a search
for item x among ys does not yield the same result as a
search for y among xs. In orientation, for example, Treis-
man has found and many have replicated that it is easier
to search for a tilted line among vertical lines than vice
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Simple Orientation Feature Search
Effect of Target-Distractor Similarity
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Figure 5. Simulated data for orientation feature search. The sub-
Ject searches for a vertical target among homogeneous distractors
of another orientation. In different 1,000-trial blocks, distractor
orientation varies from 5° to 55°. Search changes from serial to “par-
allel” as target-distractor difference increases.

versa (Treisman & Gormican, 1988). In her account, the
vertical line is the prototype and a tilted line is a devia-
tion from the prototype. She argues that it is easier to
search for a deviation among homogeneous prototype dis-
tractors than to search for a prototype among deviations.
Her version is somewhat easier to explain in the color
dimension (Treisman & Gormican, 1988, Experiment 7
for color). Red, green, and blue are prototype colors.
Magenta, lime, and turquoise would be deviations. Con-
sider a search for red among magenta distractors or vice
versa. Red and magenta both contain ‘‘redness,’’ the pro-
totype color. Magenta also contains *‘blueness.’’ A search
for red among magenta items is a search for the item that
lacks blueness. This is harder than a search for magenta

among red items, a search for the only item that has
blueness.

The Guided Search account is similar, and it explains
in mechanistic detail how this could come about. The
broadly tuned channels that provide input to top-down and
bottom-up processors define what Treisman is calling pro-
totypical feature attributes. Consider a search for a 20°
target among vertical distractors. The 20° target produces
a strong ‘‘right’’ signal against no signal from the 0° dis-
tractors. Steepness information is not useful (vertical is
steeper than 20°) but a “‘parallel’’ search can be based
on the fairly large difference in *‘rightness.”’ If target and
distractor are exchanged, the situation alters. Now the tar-
get is vertical and the distractors are 20° to the right. The
target is steeper than the distractor but the steepness dif-
ference between target and distractor is not great. The
target produces no response in the left-right channel, so
feature search has to be based on the small difference in
steepness. The result is a less efficient search.

The simulated result can be seen in Figure 6. Here sim-
ulated data are presented for two conditions: 0° target
among 20° distractors (square symbols) and 20° target
among 0° distractors (circle symbols). Clearly, the stan-
dard search asymmetry is produced by the simulation. A
similar result is seen in simulation for color. Search for
orange among yellow distractors is easier than that for
yellow among orange. In this case, the yellow items stimu-
late only a “‘yellow’’ categorical filter. They are proto-
typical. Orange stimulates ‘‘yellow’’ and ‘‘red’’ categor-
ical filters. Thus, a search for orange can be based on
a search for unique red activity, while a search for yel-
low must be based only on the greater yellow activity
relative to the yellow activity generated by the orange
distractors.

Asymmetry in conjunction search. Cohen (1993) has
found asymmetries in conjunction search that are not
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Figure 6. Simulated search for a vertical target among 20° distractors is harder
than search for 20° among verticals. This simulated search asymmetry mirrors the
human data. Each condition is run for 1.000 trials.



directly predicted by asymmetries in the component fea-
ture searches. It is possible, for example, to have sym-
metrical feature searches (all slopes near zero) with asym-
metrical searches for conjunctions of those features. This
occurs in the GS2 simulation as well. Consider two colors,
yellow and yellow-green, and two orientations, 0° (ver-
tical) and 30° (tilted). All of the feature searches produce
simulated target trial slopes under 2 msec/item. (These
simulations were performed with the parameters given
previously but with 30 practice and 300 real trials and
set sizes of 5, 10, and 15 items.) Now consider two con-
junction tasks: either a search for a yellow-green tilted
target or a search for a yellow vertical target. In both
cases, distractors were yellow-green vertical and yellow
tilted. Search for the yellow-green tilted target had a tar-
get trial slope of 6.3 msec/item. Search for the yellow
vertical target had a target trial slope of 17.8 msec/item.
Guidance in these conjunction searches is based only on
top-down activity. Guidance in the feature searches in-
cludes a substantial contribution from bottom-up activity.
The addition of a bottom-up signal is adequate in this case
to push the feature search slopes to near zero. However,
the conjunction search, based solely on the top-down ac-
tivity, still shows the asymmetry between slower search
for a prototype (yellow, vertical) and faster search for a
deviation (yellow-green, tilted).

Cohen’s (1993) data include cases in which the asym-
metry for features runs opposite to the asymmetry for con-
junctions of those features, something not yet seen in GS2
and perhaps dependent on the precise form of the broadly
tuned input channels.

The preceding is not an account of all search asym-
metries. For example, it is easier to find a big item than
a small item or a moving item rather than a stationary
item (Dick, Ullman, & Sagi, 1987). A more sensory ex-
planation may account for search asymmetries of this sort.
Big or moving stimuli produce bigger signals than small
or stationary stimuli in the input channels of the visual
system. These bigger signals attract attention. A clear case
of an asymmetry of this sort is Yantis’s finding that abrupt
onsets (but not offsets) attract attention (Yantis, 1993;
Yantis & Johnson, 1990; Yantis & Jones, 1991; Yantis
& Jonides, 1990).

More complex orientation searches. When the dis-
tractors are not all of a single orientation, search can be-
come very difficult (Moraglia, 1989). Wolfe, Friedman-
Hill, et al. (1992) found that even two distractor orienta-
tions could be enough to make search for a target orien-

tation exceedingly inefficient (see also Alkhateeb, Morris, '

& Ruddock, 1990). Part of this effect seems to be a form
of peripheral masking of orientation unrelated to visual
search (Andriesen & Bouma, 1976). With that factor con-
trolled, however, search for one orientation among two
or more orientations can be efficient if the distractors all
lie to one side of the target in orientation space (analo-
gous to D’Zmura’s, 1991, finding for color) or if the tar-
get is the only item in an orientation category. The rele-
vant categories seem to be ‘‘steep,’” ‘‘shallow,”” “‘left,”’
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“right,” and “‘tilted’’ (Wolfe, Friedman-Hill, et al.,
1992).

Figure 7 shows target trial data from simulations of
orientation feature search experiments with heterogeneous
distractors. The conditions are taken from Figure 4A of
Wolfe, Friedman-Hill, et al. (1992). The simulation uses
the same set sizes (4, 8, and 12) and the same number
of trials (30 practice, 300 real) as did the original experi-
ment. The results are shown in Figure 7A. Distractors
that flank the target by 20° or 40° to either side produce
slow, relatively inefficient search. In this general find-
ing, simulation and data agree. However, human subjects
did better when the target was vertical, whereas the sim-
ulation does worse. Two factors might contribute to this
discrepancy: (1) The broadly tuned channels might be the
wrong shape. If they were sharply peaked at vertical and
horizontal, activations for vertical and horizontal would
be boosted. (2) Alignment with the frame of the screen
or the gravitational vector might aid search for vertical
targets (Marendaz, Stivalet, Barraclough, & Walkowiac,
1993).

The simulation more faithfully reproduces the results
of Wolfe, Friedman-Hill, et al. (1992, Experiment 3). In
that experiment, the target differed by 40° in orientation
from one of the two distractor orientations and 60° from
the other. Search was efficient when the target was the
only steep target and harder when it was the steepest or
steep-right target. The simulation results (Figure 7B) are
a good qualitative fit to the real results shown in Figure 6A
of Wolfe, Friedman-Hill, et al. (1992).

In other work, we have found that symmetry relation-
ships between items (Wolfe & Friedman-Hill, 1992a) and
angular relations between items (Wolfe & Friedman-Hill,
1992b) also influence orientation feature searches. These
factors are not included in the current simulation and pose
a challenge to a truly quantitative version of the guided
search model (or any other model, for that matter). The
fine-grained performance of the model is dependent on
the details of the parallel feature processes and the broadly
tuned input channels. Those details are not known for most
basic features. Thus, any model of visual search will nec-
essarily have some omissions until additional data become
available.

Color

The substantial set of experiments devoted to the search
for basic features has produced a set of candidate features.
Some, like orientation, are agreed upon by virtually all
workers in the field. Others are more problematical. No
one doubts that color is a basic feature in visual search
(Bundesen & Pedersen, 1983; Carter, 1982; D’Zmura,
1991; Farmer & Taylor, 1980; Green & Anderson, 1956;
Moraglia, 1989; Smith, 1962). Laboratory experiments
and real world experience make it clear that color is one
of the more effective ways for an item to attract atten-
tion. This is interesting, given that, unlike such visual
properties as orientation, motion, size, and so forth, color
is expendable. Black and white pictures contain almost
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Figure 7. Simulated orientation searches: Target trials only. (A) Search for a target among
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(e.g., 10° target among 50° and —50° is the only steep item). Compare to Figure 6A of Wolfe,
Friedman-Hill, et al. (1992). Each curve represents 1,000 simulated trials.

as much information as color. Many species lack color
vision and many humans have markedly deficient color
vision. A color-blind individual can function quite nor-
mally. The same would not be true of an orientation-blind
individual. For such a marginal ability, color holds a re-
markably high place in the pantheon of basic features for
visual search.

Few studies of search for color have been strongly
grounded in color psychophysics. Two notable exceptions
are the recent papers of D’Zmura (1991) and Nagy and
Sanchez (1990). Using stimuli in the isoluminant plane
of a 3-D color space, D’Zmura (1991) showed that par-

allel search is possible when the target color is on one
side of a line drawn through that plane while the distrac-
tor colors are on the other side. This implies that parallel
search is possible whenever there is only a single distractor
color. Obviously, there must be a limit on this ability.
Nagy and Sanchez (1990) examined this limit systemati-
cally. For a fixed target color, they varied the color of
homogeneous distractors in order to find the minimum
color differences that would support parallel search. This
preattentive jnd (Pjnd) can be plotted as a contour sur-
rounding the target’s location in color space. The shape
and size of the Pjnd contour are quite different from the



shape and size of the standard jnd contour around the same
point (Pjnds’ contours are larger and do not look like
MacAdam ellipses). The same authors subsequently ex-
tended their work into the peripheral visual field (Nagy,
Sanchez, & Hughes, 1990).

Several recent studies have shown that parallel search
remains possible even when distractor colors are quite het-
erogeneous (e.g., 8 different colors; see Duncan, 1989;
Smallman & Boynton, 1990; Wolfe et al., 1990). This
demonstrates the existence of top-down activation for
color, since any bottom-up information has been reduced
or eliminated by the distractor heterogeneity. In the model
and the simulation, this top-down activation is categori-
cal. As a result, simulated search for a categorically
unique “‘yellow’’ among ‘‘red”” and ‘‘green’’ items is ef-
ficient (simulated target trial slope, 0.1 msec/item; blank
trial, 0.0 msec/item), whereas search for ‘yellow-green”’
among ‘‘orange’’ (yellow-red) and ‘‘blue-green’ is quite
inefficient (simulated slopes of 16 and 27 msec/item) even
though the ‘‘distances’’ in the simulated color space are
identical in the two conditions. This is a good qualitative
match to results for human subjects.

As discussed above, color search is asymmetrical
(Treisman & Gormican, 1988), with search for orange
among yellow items easier than search for yellow among
orange items. According to GS2, search for orange is eas-
ier because it can make use of unique categorical infor-
mation about ‘‘redness’” that is not available in the search
for yellow.

The treatment of color in the present simulation is quite
schematic. It would be useful to be more precise about
the definition of ‘‘color’’ in visual search. The work of
D’Zmura (1991) and of Nagy and Sanchez (1990) brought
the requisite precision to the chrominance plane of color
space. What happens as luminance is varied? Are black
and white ‘‘colors,’” or is luminance a separate dimen-
sion? In Smallman and Boynton, 1990, these achromatic
colors behave like colors. The picture is somewhat more
complicated in a paper by Callaghan (1984). In a varia-
tion on a texture segmentation task, she found that bright-
ness variation interfered with tasks based on hue but not
vice versa. Luschow and Nothdurft (1993) also show a
difference between preattentive processing of color and
luminance. More work is needed to clarify this point.

Motion
Only color and orientation are implemented as features
in the present simulation. Nevertheless, it is worth briefly

reviewing the other basic features that make up the preat-

tentive stage of processing in this and other models. There
is little doubt that motion is a basic feature (Dick et al.,
1987; Driver, McLeod, & Dienes, 1992b; McLeod et al.,
1988; Nakayama & Silverman, 1986; Nothdurft, 1993a;
Stone & Mack, 1993; Treisman & Sato, 1990). Like
color, it seems to have a very strong ability to group a
set of items together (McLeod et al., 1988). Here the
search asymmetry is unsurprising, and it is probably based
on asymmetries in early visual processing. It is much
harder to find a stationary item among moving items than
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a moving item among stationary (Dick, 1989). Apparent
motion supports parallel search, too (Dick et al., 1987).
However, this holds only for short-range apparent mo-
tion. Long-range apparent motion targets give rise to serial
search and appear to depend on detections of individual
onsets and offsets, not on the perception of motion (Dick
et al., 1987). Motion may not be a unitary dimension.
There is evidence for separate processing of speed and
direction (Driver, McLeod, & Dienes, 1992a).

While feature maps that are psychophysically separa-
ble need not have physiologically distinct substrates, the
physiological underpinnings of preattentive motion pro-
cessing may be localizable. McLeod, Driver, Dienes, and
Crisp (1991) tested a patient with a bilateral lesion in ex-
trastriate visual cortex in the presumed human homologue
of monkey area MT, an area specialized for motion pro-
cessing (Zeki et al., 1991). Unlike normal subjects, this
patient cannot restrict visual attention to the moving items
in arrays containing moving and nonmoving items.

Size

If targets and distractors are sufficiently different in size,
parallel search is found (Treisman & Gelade, 1980). Size
has been used as a variable in a variety of search experi-
ments (e.g., Quinlan & Humphreys, 1987; Treisman &
Sato, 1990), and the results support the assumption that
size is a basic feature. There is no clear pattern of search
asymmetry in size. Treisman and Gelade (1988) found
that it was easier to find big items among small than vice
versa, but this asymmetry vanished if the distractors were
held constant across conditions. In that case, small items
among medium ones and big items among medium ones
produced similar slopes. However, all the slopes were
steep in this experiment. Wolfe and Bose (1991) also did
a series of experiments with three sizes: big, medium,
and smali. When big and medium were paired against each
other, slopes were shallow with either size as target. When
one size was used as the target and the other two as dis-
tractors, searches for big and small were easy, whereas
searches for medium were quite inefficient. Again, it ap-
pears that search is easy when the target and the distrac-
tors are on opposite sides of a single line dividing the
feature space. Treisman and Gelade (1980) performed a
similar experiment and found that the slopes were steep
when medium was the target and big and small were the
distractors.

Spatial frequency can be considered an aspect of size,
though the relationship of size and frequency has not been
systematically examined. Spatial frequency behaves like
a basic feature (Sagi, 1988) and medium spatial frequen-
cies are hard to find among lower and higher frequencies
(Wolfe & Bose, 1991).

Stereoscopic Depth

Parallel search is possible when the target item lies in
one depth plane and the distractors lie in a second depth
plane (Nakayama & Silverman, 1986; see also Andersen,
1990; Andersen & Kramer, 1993). It is also possible to
search for stereoscopic tilt (tilt into the page pops out from
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tilt out of the page; see Holliday & Braddick, 1991). It
would be interesting to know whether parallel process-
ing survives distractor heterogeneity in stereo. Intuition
suggests that it might be possible to find the ‘‘closest’
or the ‘‘farthest’’ item (with closer easier), and that all
other stereoscopic searches with more than one depth
plane would be serial. There is some limited work in this
area (O’Toole & Walker, 1993), but the results are not
clear at this point.

Dichoptic phenomena do not all necessarily support par-
allel search. Binocular rivalry occurs when different, un-
fusable stimuli are presented at corresponding loci in each
eye (Blake, 1989; Breese, 1909). It is seen as an unstable
alternation between the two monocular images. It is per-
ceptually quite salient and is, in some sense, the counter-
part of stereopsis (Wolfe, 1986). Moreover, it can be seen
to occur across the visual field at many locations at once.
Nevertheless, a rivalrous target among fused distractors
is not found in parallel (Wolfe & Franzel, 1988). Find-
ing a fused target among rivalrous distractors is, if any-
thing, harder still.

Other Depth Cues

In a series of very clever experiments, Enns, Rensink,
and their colleagues have shown that a variety of pictorial
depth cues are processed in parallel for purposes of visual
search. The line relations that allow a 3-D interpretation
of 2-D line drawings (e.g., T junctions, Y junctions) can
be found efficiently (Enns & Rensink, 1991). Parallel
search is also possible if targets and distractors differ in
3-D orientation by line arrangement (Enns & Rensink,
1990b) or shading information (Enns & Rensink, 1990a;
see Enns, 1992, for a theoretical review). In a related find-
ing, Ramachandran (1988) has shown parallel search for
bumps among holes (and vice versa, though there is an
asymmetry) in shapes defined exclusively by shading in-
formation. Epstein and Babler (1990) have shown effi-
cient search for slant in the third dimension. Occlusion
cues are available preattentively (Enns & Rensink, 1992),
as is slant from texture cues (Aks & Enns, 1993) and from
shadow cues (Rensink & Cavanagh, 1993) (i.e., an im-
plausible shadow pops out from among items with plau-
sible shadows). There is evidence that the perception of
these features is influenced by what can be considered cog-
nitive factors (Brown, Enns, & Greene, 1993).

It would be interesting to pit different 3-D cues against
each other. For example, could one search in parallel for
bumps defined by shading among bumps defined by
stereopsis and/or linear perspective cues (assuming proper
control for other distinguishing features), or is the abstract
3-D structure and not its surface medium the basic fea-
ture? Evidence from the orientation domain supports the
latter hypothesis. Oriented lines can be created in a num-
ber of ways: through luminance differences, color, tex-
ture, depth, and so forth. All of these support parallel
search for orientation, suggesting that it is the abstract
property that is coded (Bravo & Blake, 1990; Cavanagh,
Arguin, & Treisman, 1990). (For an interesting excep-
tion, see O’Connell & Treisman, 1992.)

Binocular Lustre

If a spot is darker than the background in the image
presented to one eye and brighter in the other eye, the
resulting perception is one of lustre or shininess (Biilthoff
& Blake, 1989; Helmholtz, 1866/1962). This binocular
lustre can be found in parallel among matte distractors
(Wolfe & Franzel, 1988). There is probably nothing spe-
cial about the binocular aspect of binocular lustre. Any
shiny spot probably stands out among matte spots, but the
experiment has not been done. There is only weak (non-
significant) evidence for a search asymmetry. A matte tar-
get can be found in parallel among lustrous distractors.

Vernier Offset

Fahle has shown that it is possible to search in parallel
for a vernier offset in a line among unbroken lines (Fahle,
1990, 1991a, 1991b). Parallel search remains possible
even if the orientation of the lines is varied, reducing the
chance that this task is a variant of an orientation search
(Wilson, 1986). It is not possible to identify the direction
of the offset in parallel.

Curvature

Treisman and Gormican (1988) found that curved lines
could be found in parallel among straight distractors.
There is an asymmetry: straight targets among curved dis-
tractors yield less efficient search. It could be that curva-
ture itself is not a basic feature. Curves are loci of signif-
icant change in orientation and might be detected as texton
gradients in an orientation map rather than in a map of
their own. However, Wolfe, Yee, and Friedman-Hill
(1992) did a series of experiments with targets and dis-
tractors that had similar local variation in contrast. Curved
targets were still efficiently found among noncurved dis-
tractors (see also Fahle, 1991b). Angles can be found
among curves more efficiently than can curves among an-
gles (Cheal & Lyon, 1992).

Terminators

There is a small group of candidate features that fall
under the general heading of form primitives. These are
the most problematical of the basic features, with debates
swirling around most of them (see the section on form,
below). The problem is related to the general problem
of determining a set of primitive features for objects and
forms. Obviously, some of the preceding features (size,
orientation, curvature, vernier offset) can be considered
to be aspects of form perception. Julesz suggests adding
line terminators to the list (Julesz, 1984; Julesz & Ber-
gen, 1983). Treisman and Gormican (1988), using a C
versus O search, have found support for the featural sta-
tus of line termination (or its opposite, closure). Taylor
and Badcock (1988) have found important limitations on
the use of terminators as a feature. Julesz, using an E
versus S task, had argued that a terminator number could
be used to support parallel search. However, Taylor and
Badcock found that serial search was required for a tar-
get with seven terminators among distractors with only
two. They argue that only the simple presence of termi-



nators is detected preattentively. To muddy the topic still
further, Cheal and Lyon (1992) got a different asymmetry.
Target trial slopes for an E among Ss (three terminators
versus two) were steeper than those for an S among Es.
This asymmetry was maintained when stimuli were ro-
tated 90°.

Intersections

Julesz (1984) also suggested intersections as a possible
feature or texton. Treisman and Gormican (1988) did not
find convincing evidence of featural status of intersections
in a visual search task. Nothdurft (1991a) used masking
experiments in a texture segmentation task to argue against
featural status for intersections.

It is worth noting that a number of efforts have been
made to explain all form-based texture segmentation on
the basis of the outputs of spatial filters (oriented Gabor
filters, linear center-surround receptive fields, etc.). The
general conclusion is that segmentation of pairs like +s
and Ls could be accomplished without the need to invoke
special mechanisms for intersections, corners, or termi-
nators (Bergen & Adelson, 1988; I. Chen & DeValois,
1993; Graham, Beck, & Sutter, 1992; Graham, Sutter,
Venkatesan, & Humaran, 1992; Gurnsey & Browse,
1989; Keeble & Morgan, 1993; Malik & Perona, 1990;
Rubenstein & Sagi, 1990; Voorhees & Poggio, 1988).
Julesz and Krose (1988) responded to Bergen and Adel-
son and to Voorhees and Poggio by filtering a + and an
L texture to remove the large spatial frequency energy
differences that were supposed to permit texture segmen-
tation. They reported that segmentation was still easy with-
out this information. The issue appears to remain un-
resolved. One can question the applicability of texture
segmentation research to the issue of the status of inter-
sections as visual search features. The connection requires
the assumption that “‘effortless’” texture segmentation and
‘‘parallel’” visual search are roughly equivalent indica-
tors of the featural status of an attribute. As will be dis-
cussed below, this is probably not strictly true.

The “Problem” of Form

The first seven ‘‘features’” listed here seem to be rela-
tively uncontroversial. Numbers 8-11 are all aspects of
form, and it is not clear that these make up either the nec-
essary or the sufficient list of form features. For exam-
ple, Pomerantz and Pristach (1989) have presented some
data that suggest that there may be other form features.

They demonstrated that the search for **)’’ among “‘("’s’

is fairly difficult. However, adding another ‘)’ to both
stimuli makes this a relatively easy search for ‘‘))** among
““()”’s. A series of experiments of this sort convinced them
that emergent features were waiting to be discovered.
They eliminated closure, intersections, and terminators
as explanations of their results. They did not consider a
filtering account for their results but these findings do sug-
gest that other aspects of perceptual organization, perhaps
some of the old Gestalt rules, may have roles in parallel
visual search.
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In a somewhat different context, L. Chen (1982) sug-
gested a topologically based set of form features. Rubin
and Kanwisher (1985) objected to the original study, ar-
guing that Chen’s topological ‘‘holes’’ were confounded
with other candidate features such as perimeter length and
area. L.. Chen and Zhou have responded to these criti-
cisms with better controlled experiments (L. Chen, 1990;
Zhou, L. Chen, & Zhang, 1992; Zhou, Zhang, &
L. Chen, 1993). Recently, Enns and Rensink (1991, Ex-
periment 1) presented new experimental evidence against
this conjecture, but the issue remains unresolved.

Heathcote and Mewhort (1993) find that relative posi-
tion can support efficient search (e.g., finding a target
that is black on the left and white on the right among dis-
tractors that are white on the left and black on the right).
They argue that this is a problem for models such as
Guided Search or feature integration, but it seems more
plausible to argue that this is further evidence that (1) we
do not understand preattentive processing of form very
well and (2) processing may include phase information
(Tadmor & Tolhurst, 1993).% Their finding does raise
difficulties for the claim that shading is a basic feature
(Ramachandran, 1988), because the black-white versus
white-black condition was run as a control (producing in-
efficient search) to show that bumps were not being dis-
tinguished from holes on the basis of simple luminance
polarity.

The extensive data set of Cheal and Lyon (1992) en-
capsulates the problem of form in one paper. They de-
scribe a number of search tasks that produce intermedi-
ate slopes, suggesting guidance of attention. However,
no simple set of form features emerge. For example, a
rotated S among Ms was relatively efficient—apparently
more efficient than a search for an upright S among Es
(rotated Ms). Why? Any feature that one invokes to ex-
plain a result of this sort has an ad hoc flavor, yet it would
appear that there is more ‘‘signal’’ in the S versus M case
than in the S versus E case.

A variety of other candidate form primitives do not sup-
port parallel search. Treisman and Gormican (1988) failed
to find support for the featural status of ‘‘juncture,”” ‘‘con-
vergence,’’ or ‘‘containment’” (whether a dot was inside
or outside a figure), and Brown, Weisstein, and May
(1992) failed to find evidence for the featural status of
volumetric shapes such as Biederman’s (1987) geons.

Learning Effects

A possible solution to the problem of form is to argue
that new features can be learned. In much of the early
work on visual search, letters and numbers were used as
stimuli (Duncan, 1980; Egeth, Jonides, & Wall, 1972;
Eriksen & Eriksen, 1974; Schneider & Shiffrin, 1977;
Treisman & Gelade, 1980). Obviously, in many cases let-
ters are simply a convenient way to embody different form-
primitives. For instance, X versus O could involve orien-
tation, curvature, terminators, and so forth. However,
there is evidence from experiments with these massively
overlearned stimuli which suggests that it may be possi-
ble to create new ‘‘features’’ (Schneider & Shiffrin,
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1977), including possibly an ability to distinguish letters
from numbers in parallel (Egeth et al., 1972; Jonides &
Gleitman, 1972). Recently, Wang, Cavanagh, and Green
(1992) have shown that some mirror reversed letters can
be found efficiently among homogeneous arrays of non-
reversed letters. Search for the normal letter among
mirror-reversed letters is not as efficient (see also Wang
& Cavanagh, 1993).

There are at least three ways to interpret these findings:
(1) attention may be guided on the basis of subtle dif-
ferences in form; (2) new features can be learned; or
(3) there is preattentive processing of some semantic in-
formation. The first option is implicit in guided search
as described above. In order to search successfuily, the
subject must weight the output of top-down and bottom-
up processes in a manner that produces a good guiding
signal. If you are looking for red things, you use the out-
put of the channel broadly tuned for red, and so forth.
When the signal strength is large, we may assume that
a successful weighting function can be obtained quickly.
When a potential signal is small, it may take many trials
for the weighting function to become optimized. (We plan
to implement a learning function of this sort in the next
generation of the model.) Almost any pair of stimuli seems
likely to produce different responses in some channel. Un-
fortunately, these experiments do not cast a lot of light
on the nature of preattentive processing, because it is hard
to determine what differences between target and distrac-
tor are driving the search. For example, upon closer ex-
amination of what we thought was a search for a target
orientation among two distractor orientations, we found
that subjects were able to use the size of the emergent
angles formed by neighboring lines as a cue to target pres-
ence (Wolfe & Friedman-Hill, 1992b).

Tuning the weighting function seems more likely than
creation of new feature maps (Option 2), although this
depends on the definition of a2 new feature map. A strong
claim for a new feature map could be made if a new fea-
ture ‘‘learned’’ in visual search could then be used in other
tasks. Vieira and Treisman tested this prediction. They
practiced subjects on visual search for novel shapes until
the subjects performed *‘parallel’’ search, but found that
these shapes did not behave like features in other tasks
(e.g., apparent motion) (Treisman, Vieira, & Hayes,
1992; Vieira & Treisman, 1988). Francolini and Egeth
(1979) came to a similar conclusion in the case of the
learned distinction between letters and digits (see also
Kelly, Harrison, & Hodge, 1991).

Finally, it is possible that there is preattentive process-
ing for semantic information (Johnston, Hawley, & Farn-
ham, 1993). If extensive parallel processing of semantic
information could be demonstrated, the need for guided
search would be seriously called into question. Why guide
attention on the basis of simple features if you can search
in parallel for items defined by their meaning? At present,
however, the evidence for parallel semantic processing
is fairly thin.

The Structure of Items

It may be useful to distinguish between parallel pro-
cessing of form features and processing of another set of
properties having to do with the structural relationships
between those features. For instance, Elder and Zucker
(1993) used pairs of lines that were either bent toward
each other, something like this—‘‘)("’—or bowed out,
something like this—*‘()’’. The tops and bottoms of the
lines could be connected to form something like a search
for a wasp waist among barrels. They systematically
varied the degree of closure of the items in the display
and found that search efficiency improved as the features
were more and more bound to each other. Baylis and
Driver (1993) have shown that the relative position of two
points is more rapidly determined if the points lie on a
single object than if the equivalent points lie on different
objects.

Preattentive processing is sensitive to the hierarchical
relationships within items. We have found that preatten-
tive processing can distinguish between properties of
whole items and properties of their component parts.
Thus, it is possible to search efficiently for conjunctions
of two colors if it is the color of a whole item that is con-
joined with the color of a part of the item (e.g., find the
red cube with a yellow spot on it among red cubes with
blue spots and blue cubes with yellow spots). However,
it is not possible to search efficiently for conjunctions of
the colors of two parts (e.g., find the cube with the red
and yellow spots among cubes with red and blue spots
and cubes with blue and yellow spots) (Wolfe, Friedman-
Hill, & Bilsky, 1994; Wolfe et al., 1990). A similar sen-
sitivity to scale information at early stages in visual pro-
cessing is presumed to underly the global precedence ef-
fect (Kinchla, 1977; Kinchla & Wolfe, 1979; Navon,
1977; Robertson, Egly, Lamb, & Kerth, 1993) and may
be reflected in a part-whole global/local division of labor
in neuropsychological data (Farah, 1992; Robertson &
Lamb, 1991).

Where Are the Feature Maps
for Visual Search?

It is tempting to think that the basic features of visual
search and the basic features of early visual processing
are the same. We have chromatic mechanisms in early
vision, and color is a feature for search. We have chan-
nels for spatial frequency. Spatial frequency and/or size
is a basic feature for search. There are orientation chan-
nels and there is parallel search for orientation, and so
on. This attempt to equate parallel processing in search
with the early stages of feature extraction is almost un-
doubtedly incorrect. True, the features of visual search
must reflect this earlier processing. After all, one cannot
search for information that is not extracted from the in-
put in the first place. However, search appears to oper-
ate over a representation of features that is generated later
in the sequence of processing steps. For example, con-
sider visual search for orientation. Orientation channels



in early vision are much more narrowly tuned than those
measured in visual search (Foster & Ward, 1991a, 1991b;
Thomas & Gille, 1979). The orientation of a target in
visual search can be derived from a variety of other prop-
erties like texture difference (Bravo & Blake, 1990),
color, or depth (Cavanagh et al., 1990). This places the
extraction of searchable orientation after the extraction
of these other stimulus properties in the sequence of pro-
cessing. Similar results are found with other features. In
color, discrimination functions obtained in search tasks
differ in scale and shape from those determined in stan-
dard color psychophysics tasks (Nagy et al., 1990).

Some information that is available in early vision is not
available to visual search. For example, consider a task
in which the subject needs to find the dot that is white
in the left eye and black in the right eye among spots that
are black in the left and white in the right. The background
is gray. These stimuli will all yield an impression of
binocular lustre. Subjects cannot find the target even
though the task would be trivial with one eye closed. If
the left eye is closed, the target is a black dot among a
field of white dots (Wolfe & Franzel, 1988). This infor-
mation is available in early vision where eye-of-origin in-
formation is preserved but is not part of the representa-
tion used to support visual search.

Observations of this sort point to a relatively late locus
for the parallel feature maps. Can anything be said about
their physiological locus? The foregoing arguments make
V1, primary visual cortex, an unlikely locus. Extrastriate
cortex is much more promising. There is good evidence
that different regions of extrastriate cortex are special-
ized for the processing of different features (Desimone,
Schein, Moran, & Ungerleider, 1985; Hubel & Living-
stone, 1987; Van Essen & Maunsell, 1983; Zeki, 1978;
Zeki et al., 1991). More importantly for the present dis-
cussion, attention and task demands influence responses
in extrastriate cortex more than at earlier stages of pro-
cessing (Chelazzi, Miller, Duncan, & Desimone, 1993;
Desimone & Ungerleider, 1989; Haenny, Maunsell, &
Schiller, 1988; Haenny & Schiller, 1988; Maunsell, Sclar,
& Nealey, 1988; Moran & Desimone, 1985; Spitzer,
Desimone, & Moran, 1988). Another similarity lies in
the ability of extrastriate cortex and visual search to make
use of features derived from other features. Thus, subjects
can search for oriented lines that are defined by color dif-
ferences, texture differences, or subjective contours formed
by line termination (Cavanagh et al., 1990; Gurnsey,
Humphrey, & Kapitan, 1992). Cells in V2 can see such
subjective contours, which are apparently unseen by cells
in V1 (Peterhans et al., 1986; Von der Heydt, Peterhans,
& Baumgartner, 1984).

This is not to say that V1 (or even LGN; see Nothdurft,
1990) have nothing to do with processing the basic fea-
tures in visual search. Obviously, the visual search basic
features are based on processing at earlier stages, and,
certainly, building blocks of texture segmentation appear
to be available quite early. Cells in V1 will respond more
strongly to an oriented line if that line is surrounded by
lines of a different orientation rather than by lines of the
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same orientation, even if those surrounding lines are out-
side the classical receptive field (Knierim & Van Essen,
1992) and they can respond to oriented textures even when
they cannot respond to the individual lines making up the
texture (Nothdurft & Li, 1984).

It would be naive to think of a one-to-one mapping be-
tween feature maps in visual search and specific regions
of extrastriate cortex. First, the mapping of specific fea-
tures onto specific areas of cortex is not straightforward
even for promising cases such as motion and color (e.g.,
Logothetis & Charles, 1990). Second, the existence of
an independent feature map for a specific feature in an
attention model, even if backed by convincing data, by
no means requires an independent physiological locus for
that map. Orientation and size, for instance, act as basic,
apparently separable features in visual search. At the same
time, it is unlikely that one will find an extrastriate area
specialized for size and insensitive to variation in orien-
tation or vice versa. The two variables seem to be coded
by the same cells, but, in visual search, the information
can be used as if it were represented in two independent
feature maps.

Finally, in thinking about the physiological locus of
psychophysical modules such as those proposed for visual
search, it is well to remember that we are not birds, cats,
or even monkeys—close relatives though we may be.
There is some evidence for species differences in search
behavior. Allan and Blough found that pigeons showed
no search asymmetry for form search tasks that produced
strong asymmetries in human data (Allan & Blough,
1989). Von der Heydt and Dursteler (1993) found that
their macaques could do conjunction searches with RT
X set size function slopes near zero while their humans
could not. Granted, our subjects can do some conjunc-
tions with slopes near zero (see Part 3), and their mon-
keys had many, many trials but the possibility remains
that there are differences between species that will com-
plicate any effort to localize the processes of visual search.

The Nature of Basic Features
in Visual Search

Adelson and Bergen (1991) make a useful distinction
between two tasks in vision: the measurement of ‘‘stuff,”’
such as redness or upward motion, and the labeling of
“‘things,”” like a red thing moving up. They argue that
the purpose of early vision is to make measurements of
visible stuff or ‘‘substances’’ (Adelson & Bergen, 1991).
Visual search appears to use the end product of this early
vision analysis of the substances of the visual world. The
basic features used in visual search can be described as
the visual properties of bits of surfaces: color (not com-
ponent wavelengths), relative (not absolute) size and
orientation, position in depth, lustre, motion, and so forth.
Another way of saying this would be to propose that many
perceptual constancies (color, size, etc.) have been cal-
culated prior to the level of representation of the basic
features in visual search.

While the set of basic features in visual search may de-
scribe the ‘‘stuff’’ of visual perception, visual search it-
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self is the search for ‘‘things.’’ It is the search for a tar-
get item; the red vertical thing, not redness and verticality.
Thus, when subjects search for a conjunction of two fea-
tures, guided search is much more efficient if those two
features are attributes of one thing than if the attributes
are spatially separated (see, e.g., Grabowecky &
Khurana, 1990). Other examples were discussed in the
section on item structure, above. We may conclude that
search straddles the ‘‘stuff-thing’’ boundary as it strad-
dles the parallel-serial bottleneck. Guided search could
be described as a search for a thing based on information
about its constituent stuff.

Visual Search and Texture Segmentation

In the hunt for basic features, texture segmentation has
been suggested as equivalent to search (Julesz, 1984;
Rubenstein & Sagi, 1990; Treisman, 1985, 1986b). How-
ever, the two tasks do not always produce the same re-
sults (Nothdurft, 1991a). Wolfe (1992) has shown that
elements that can support highly efficient visual search
(e.g., some conjunctions) do not form good textures. Con-
versely, some elements that form good textures (e.g., ele-
ments formed of the conjunction of two orientations) do
not permit efficient search. This is not entirely surpris-
ing. Search and texture segmentation are not only two dif-
ferent paradigms, they are laboratory versions of two dif-
ferent visual tasks. To continue with Adelson and Bergen’s
“‘stuff-thing’’ metaphor, search involves looking for some
thing while textures segment at the points where the stuff
changes. Perhaps, texture segmentation occurs on the
“stuff’’ side of the ‘‘stuff-thing’” boundary. This may
be seen in the near absence of top-down influences in tex-
ture segmentation. While top-down processes can guide
search toward an item defined by a conjunction of two
features (Wolfe et al., 1989), they cannot produce seg-
mentation of a region defined by that conjunction (Treis-
man, 1986a). To give one specific example, Nothdurft
(1993b) has shown that texton gradients in either color
or orientation can form emergent figures. Three non-
colinear gradients form an immediately perceived trian-
gle. However, if the vertices of the triangle are defined
by conjunctions of color and orientation, we have shown
that no emergent triangle is seen (Wolfe, Chun, &
Friedman-Hill, 1993). The identical conjunctive stimuli
will produce search with RT X set size slopes near zero.
This issue is discussed at more length in Wolfe (1992;
see Ben-Av, Sagi, & Braun, 1992, for a related point).

To summarize, the parallel feature maps seem to lie
toward the end of the early visual processes concerned
with visual stuff. The dozen or so basic features are the
properties that define visual surfaces and that divide one
surface area from the next in texture segmentation. The
apparatus of guided search uses knowledge about these
surface properties to spatially restrict the hunt for a spe-
cific thing.

III. GUIDING ATTENTION
Comparing Experimental and Simulated Visual Search

Conjunction Searches

The original motivation for the guided search model was
the finding that searches for conjunctions of two basic fea-
tures did not need to be strictly serial as had been sug-
gested in the original feature integration theory. As dis-
cussed above, there is now a large body of data showing
that conjunctions can yield RT X set size target trial slopes
that range from apparently *‘parallel’’ near 0 msec/item
to apparently serial around 20-30 msec/item. The criti-
cal variables influencing slopes appear to include stimu-
lus salience (e.g., color saturation) (Duncan & Humphreys,
1989, 1992; Treisman & Sato, 1990; Wolfe et al., 1989),
the choice of features (Treisman & Sato, 1990), and, per-
haps, the density of the items (high density may impair
efficient search; see Cohen & Ivry, 1991).

In guided search, efficient conjunction search is made
possible by the combination of attention-guiding activa-
tion from two or more basic features. In a search for a
red vertical item among red horizontal and green vertical
distractors, the color processor would provide activation
to guide attention toward red items while the orientation
processor would guide attention toward vertical items. The
combination of these activations, degraded by the noise
described above, would guide attention toward red verti-
cal items. Guided Search, therefore, holds that preatten-
tive processing of two or more features must occur at the
same time. An alternative, in the example given here,
might be to select the red items and subsequently process
those items for orientation (Egeth et al., 1984). In the Sub-
set Searches section of Part 4, evidence is presented
against this alternative. For the present, it is worth not-
ing that there is evidence that two different features can
be preattentively processed at the same time (Arguin &
Cavanaugh, 1988; Downing & Gossman, 1970).

Figure 8 shows performance of the GS2 simulation for
conjunction search. It mimics the performance of human
subjects. Figure 8A shows RT X set size functions for
10 repetitions of the simulation. Each run represents 100
practice and 1,000 real trials. The simulated target is red
vertical and the distractors are red horizontal and green
vertical. The resulting slopes average 7.7 msec/item for
target trials and 15.8 msec/item for blank trials. Error
rates average 6.8% (5% misses, 1.8% false alarms). Slope
ratios average 2.1:1.

These relatively shallow slopes for conjunction searches
are comparable to those reported for human subjects (see,
e.g., Table 1 in Wolfe et al., 1989), and the 2:1 slope
ratio is comparable to the average in human experimen-
tal data. The 10 repetitions of the simulation produce sim-
ilar results each time. By contrast, results from human
subjects on conjunction searches are quite variable. Ta-
ble 1 of Wolfe et al. (1989) shows a comparable aver-
age target trial slope of 7.5 msec/item. However, the



GUIDED SEARCH 2.0 223

1600 Guided Search 2.0 T
@ Ten Repetitions of Conjunction Search Blank trial slope
15.8 msec/item
1400 7 T: Red vertical
- D: Red horizontal
8 Green Vertical
E 1200 1
o
[
i= 1000
= Target trial slope
2 7.7 msec/item
S 800
[
o
600
400 T T T T y —
0 10 20 30 40 50 60
Set Size
Error Rates
0.06 1 Misses
. |
= |
) 0.041
L
o |
T
S 0.02 k‘\.’._/._\'\‘
False Alarms
0.00 + — T T )
0 10 20 30 40 50 60
Set Size

Figure 8. (A) Results for 10 repetitions of a conjunction search for red vertical among
red horizontal and green vertical items. Circles are average response times. Error bars
are average standard deviations at each point (not SD of the averages). Results are
comparable to published conjunction data (e.g., Treisman & Sato, 1990, Table 2). (B) Er-

ror rates.

range from 2.0 to 20.2 msec/item is much greater than
the simulated results. The obvious difference between the
simulation and reality is that the simulation is run with
all parameters fixed. That is the equivalent of 10 repeti-
tions on a single subject. Moreover, 1,000 trials were sim-
ulated and only 300 trials were run on the human sub-
jects. We have only the beginnings of an understanding
of the source or sources of individual differences in search
performance (O’Neill, Wolfe, & Bilsky, 1993; Tipper &
Baylis, 1987). However, as a first approximation, we can
simulate intersubject variability by changing the magni-
tude of the top-down activation, in effect changing the
signal strength. In the simulation in Figure 8, top-down
signals for color and orientation were fixed at 100 ar-
bitrary units. In a separate simulation, those signals were
chosen randomly from a normal distribution with a mean
of 100 and SD = 30. The simulation was run for 300
trials, using the set sizes of the Wolfe et al.’s (1989) origi-
nal experiment: 8, 16, 32. Introducing these ‘‘individual

differences’’ does make the simulation more closely re-
semble the real data. In 10 runs of this simulation, target
trial slopes varied from 3.2 to 11.9 msec/item (average,
7.7) and blank trial slopes varied from 10.7 to 25.1 msec/
item (average, 16.6). Slope ratios varied from 1.3 to 3.3
(average, 2.5). This is not to say that differences in sig-
nal strength are the explanation of individual differences.
It is merely worth noting that variation in these parame-
ters produces variations in the data similar to those seen
in real populations. The true roots of individual variation
are an interesting topic for further research. Within the
context of Guided Search, it should be possible to distin-
guish between variability caused by differences in signal
strength (alters target trial slopes) and, for instance, dif-
ferences in the adjustment of the activation threshold after
an error (little effect on target trial slopes).

To return to the conjunction search simulation of Fig-
ure 8: A different aspect of variability in the data is also
captured by this simulation. As discussed by Ward and
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McClelland (1989), a simple model that proposes a serial
self-terminating search should predict a greater RT vari-
ance for target trials than for blank trials, because on blank
trials, one should always examine the entire subset of can-
didate target items, whereas on target trials, one exam-
ines a variable number of items before finding the target.
Unlike the simple model, the actual data almost always
show that the blank trial variances are higher than the tar-
get trial variance. In GS2, all searches are serial self-
terminating searches through a subset of the items. How-
ever, because the activation threshold varies with time,
the size of the subset varies with time. Because the size
of the subset varies and because the time for a redeploy-
ment of attention is assumed to be somewhat variable, the
RT varies. The result, shown in the error bars in Fig-
ure 8, is that the model produces the qualitatively cor-
rect pattern of variances. Variances are larger for blank
than for target trials and grow as set size grows. This mat-
ter is considered further in the discussion of serial searches
below.

The pattern of error rates, shown in Figure 8B, mir-
rors some but not all properties of actual data. The over-
all percentage of errors is reasonable, as is the division
between more common misses and less common false
alarms. However, in a set of three conjunction tasks run
on 30 subjects each, we found that the rate of misses
tended to increase with set size while false alarms fell.
The present simulation produced little systematic varia-
tion with set size. The matter is discussed further in the
section on error rates.

As noted, there is a general consensus that relatively
shallow slopes for conjunctions require highly salient dif-
ferences between target and distractors (e.g., Duncan &
Humphreys, 1989; Treisman & Sato, 1990). Figure 9
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shows a simulation of a search for a red vertical among
green vertical and red lines tilted 40° from vertical (low
salience) compared to having red distractors 90° from ver-
tical (high salience). Reducing salience increases slopes.
This is a close match to the results from an actual experi-
ment of this sort shown in Figure 3 of Wolfe et al. (1989).

In a finding that is not directly modeled by the simula-
tion, Wolfe et al. (1989), Dehaene (1989), and Quinian
and Humphreys (1987) have shown that triple conjunc-
tions are easier than comparable double or standard con-
junctions. In a triple conjunction task, the target is de-
fined by three features. The addition of a third source of
top-down activation makes search more efficient. Triple
conjunctions are not possible in the current simulation,
because only color and orientation are simulated. How-
ever, it is clear that a simulation with an additional fea-
ture would show the correct pattern of results. The addi-
tion of a third feature in a triple conjunction would simply
increase signal strength and thus increase the efficiency
of search.

Various studies have shown an effect of distractor ra-
tios in conjunction search (Egeth et al., 1984; Poisson &
Wilkinson, 1992; Zohary & Hochstein, 1989). In brief,
the standard condition in which two types of distractors
are equally common is especially taxing because there is
no useful bottom-up information. If, in a search for red
vertical items, there are only 25% red oblique items and
75% green vertical, search is easier because the red items
form a small, salient subset. Figure 10 shows the results
of a simulation based on Poisson and Wilkinson (1992).
In this standard search for a conjunction of color and
orientation, the target was red vertical, and the distrac-
tors were red, tilted 60° and yellow-green, vertical. To
use the same graphing format as Poisson and Wilkinson
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Figure 9. “Guided” search for conjunctions depends on the salience of the stim-
uli used in both real and simulated data. Here the effects of reduced salience are
shown for simulated data. This condition is modeled after Figure 3 in Wolfe, Cave,

and Franzel (1989).
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Figure 10. Varying the ratio of different distractor types alters
search performance in both real and simulated data, because more
bottom-up information is available when there are only a few of one
kind of distractor (e.g., a small red subset). Response times are for
Set Size 56 only. Simulation is based on Poisson and Wilkinson (1992).
See their Figure 2.

did, RT for the largest set size (56) is plotted against the
number of red distractor items. The pattern of results seen
here is qualitatively similar to the pattern reported by
Poisson and Wilkinson. The longest RTs are seen when
the two distractor types have equal probability. The hu-
man results are skewed to favor color subsets over orien-
tation subsets. That would be accomplished in GS2 by
having the activation due to color be larger than that due
to orientation. )
Search for conjunctions of two instances of a single type
of feature are generally inefficient. Thus, search is serial
when the target is a red and green item among distrac-
tors that are (1) red and blue and (2) green and blue
(Wolfe et al., 1990). In the current version of Guided
Search, this is modeled by making it impossible to spec-
ify two colors or two orientations for search at the same
time. There are alternative accounts. It could be that it
is possible to give two colors top-down activation at the
same time but that an item that contains red and green
gets no more activation than items that contain either red
or green. At present the data are unclear on this matter
(Wolfe, Yu, Pruszenski, & Cave, 1988). As discussed
above, searches for two colors are efficient when subjects
search for the color of a whole item conjoined with the
color of a component part (e.g., find the red house with
yellow windows among red houses with blue windows and
blue houses with yellow windows) (Wolfe et al., 1994).
Interestingly, this does not appear to work for orientation.
Search for orientation X orientation conjunctions seems
to be inevitably inefficient (e.g., search for a vertical thing
with an oblique part among horizontals with oblique parts
and verticals with horizontal parts). The ability to use con-
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figural information in color but not in orientation is an as-
pect of human data not simulated in GS2.

Serial Searches

Conjunction searches can vary. Efficient searches and
shallow slopes are found when strong guidance is avail-
able from the parallel processes. Inefficient searches and
steep slopes are found when guidance is weak or absent.
When no information from the parallel processes can be
used to distinguish between targets and distractors, there
is no possibility of guided search, and search becomes
a serial, self-terminating search through virtually the en-
tire set of items. (In the present model, search becomes
serial, though there are other alternatives; see Humphreys
& Miiller, 1993, and the discussion of this matter earlier
in this paper.) We can simulate this search by making the
simulated color and orientation of the target identical to
the color and orientation of the distractors. In this case,
there is no guidance based on basic feature information.
The target would have to be defined by properties not
processed in parallel. Items have different activations due
to the random fluctuations in activation discussed previ-
ously. Attention is still deployed from peak to peak in the
activation map, but the peaks are random. The resulting
search proceeds in this random fashion until attention
stumbles on the item labeled as the target in the simula-
tion or until the search is abandoned. Figure 11A shows
the averaged results for 10 repetitions and compares that
average to the average data from 10 real subjects perform-
ing a T versus L task (data from Wolfe & Pokorny, 1990).
The bottom set of curves in Figure 11A show the stan-
dard deviations for real and simulated data; Figure 11B
shows simulated error rates. These results reveal both the
strengths and the limitations of the current version of
Guided Search.

Simulated RTs had 150 msec added to match the mean
target RTs with the real RTs. Clearly the simulated tar-
get trial slope matches the human data. Blank trial slopes
are somewhat shallower in the simulation. One problem
with standard serial self-terminating search models is at
least partially overcome in this simulation. If a search were
truly serial and self-terminating, then, for a given set size,
all blank trial searches should take the same time, the time
required to exhaustively examine all items. Variances of
blank trial RTs should be near zero (Ward & McClelland,
1989). This does not happen in real serial searches where
blank trial variances are larger than target trial variances.
Dotted lines at the bottom of Figure 11A show the stan-
dard deviation for each set size, averaged over 10 repeti-
tions of the simulation. Solid lines show actual data. For
target trials (solid symbols), simulated and real standard
deviations are comparable. They show similar increases
with set size, although the simulated §Ds are somewhat
smaller than those in the real data. Blank trial SDs are
smaller and rise more slowly with set size in the simula-
tion than in the real data (open symbols).

A possible explanation can be found in a comparison
of real and simulated RTs and error rates. Simulated tar-
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Figure 11. Real and simulated results for serial search. Task for human subjects is a
search for a T in one of four rotations among similarly rotated Ls. A 150-msec constant
has been added to the simulated response times (RTs). Avg RTs and slopes agree well.
Standard deviations (plotted at bottom of panel A) are comparable for target trials but
clearly incorrect for blank trials. Error rates are somewhat higher for the simulation (B)

than for this set of subjects.

get trial RTs are very similar to real target RTs. The only
difference is a 150-msec constant difference that indicates
only that the constant added to RTs in the simulation was
too small by about 150 msec. The slope of the RT X set
size function for blank trials is shallower for simulated
than for real data, and the error rates are somewhat
greater. This suggests that real subjects were being more
cautious than the simulation. It is possible that real sub-
jects revisited previously rejected items on some trials
while the simulation never did so. This would produce
the longer real RTs on blank trials. It would produce
greater variability in blank trial RTs, and it would reduce
the error rate. Confirmation of this rechecking hypothe-
sis requires an effective method for tracking the move-
ments of attention during a single trial (Klein, 1988; Wolfe
& Pokorny, 1990). Rechecking could be introduced into
Guided Search. In the present version, the activation at
a locus is suppressed if an item is attended and rejected.

In humans, that suppression must dissipate over time, al-
lowing the item to regain enough activation to attract at-
tention a second time.

Blank Trials and Speed-Accuracy Tradeoffs

The simulation gives up on unsuccessful searches when
there are no activations above the activation threshold or
when the search has gone on too long. The error rate and
the slope of blank trial RT X set size functions are de-
pendent on the position of the activation threshold. If the
threshold is too liberal, error rates rise and RTs fall. If
it is too conservative, RTs rise as error rates fall—a clas-
sic speed-accuracy tradeoff. The activation threshold is
set by a staircase procedure that makes the threshold more
liberal after successful trials and more conservative after
errors. The staircase step size determines the average po-
sition of the threshold. Thus, the simulation will produce
speed-accuracy tradeoffs when the staircase parameter is



systematically varied. This was discussed in earlier work
(Cave & Wolfe, 1990) and is more extensively consid-
ered in Chun and Wolfe (1994).

The simulation results for systematic variation of the
staircase parameter are shown in Figure 12. In this sim-
ulation, the staircase parameter is systematically varied
from 2 to 16. The search task is a color X orientation
conjunction (T, red vertical; D, red horizontal, green ver-
tical). As the parameter increases, miss rates drop from
31.2% to 4.5% and blank trial slopes for this serial search
increase from 5.5 to 16.8 msec/item while target trial
slopes increase more modestly, rising only from 4.0 to
a plateau around 7-8 msec/item. False alarm rates are not
altered by variations of this parameter. When Chun and
Wolfe (1994) manipulated the payoffs and penalties for
speed and accuracy of real subjects, a similar result was
obtained. For the other runs of the simulation, this pa-
rameter was set to 14. It is worth noting that simulated
slopes do not change markedly for parameter settings from
10 to 16, suggesting that the precise setting of this pa-
rameter is not critical.

Errors

The pattern of errors changes with the search task. In
a large data set from 30 subjects, we found that overall
error rate increased as RT X set size slopes increased (the
opposite of a speed-accuracy tradeoff). We also found
that error rate became more dependent on set size as RT
X set size slopes increased. For simple feature searches,
error rate is independent of set size. For less efficient
searches, error rate rises with set size. The simulation re-
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produces both of these effects though not perfectly. This
can be seen in Figure 13.

The data for serial and conjunction searches are based
on 10 runs of the simulation and are the overall error rates
for the data shown in Figures 8 and 11, respectively. The
data for feature search are based on a single 1,000-trial
run. Error rates rise with task difficulty, though the dif-
ference between feature and conjunction searches is
greater than that seen in real data and the difference be-
tween conjunction and serial searches is less than that seen
in real data. Error rates increase with set size for the serial
search but only at the largest set size. They should in-
crease with set size for conjunction search but do not.

Two parameters govern error rate. One is the activa-
tion threshold that is adjusted with each trial. The second
is a timing threshold (Have I been searching for an un-
reasonably long time?). This threshold varies randomly
within a range and is not adaptively adjusted in the model.
The probable cause of these deviations from the ex-
perimental data is the lack of an intelligent way to adjust
this parameter.

Summary of Simulation Results

With a single set of parameters, GS2 can reproduce a
substantial body of visual search data.

1. It does simple feature searches ‘‘in parallel.”

2. As the similarity between target and distractor fea-
tures increases, those parallel searches decrease in effi-
ciency, eventually becoming serial.

3. The simulation shows search asymmetries similar
to those in the real data.

m Simulated Speed-Accuracy Tradeoffs

Blank Trial Slopes

8 10 12 14 16

Activation threshold staircase parameter

Figure 12. In all previous illustrations of the simulation, the staircase param-
eter that affects miss rate has been held fixed at 14. Here it varies. As the pa-
rameter increases, error rate decreases and blank trial slopes (on this conjunc-
tion task) increase: a standard speed-accuracy tradeoff.
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Figure 13. Pattern of error rates as a ﬁmction of set size for different search tasks. Error
rates rise as task difficulty rises. Dependence of error rate on set size is seen only for harder

(serial) tasks.

4. With two distractors flanking the target (e.g., search
for 10° among —50° and 50°), search is efficient only
if the target possesses a unique categorical attribute
(“‘steep’’ in the example).

5. For salient stimuli, simulated conjunctions of color
and orientation produce relatively efficient RT X set size
functions as top-down information about each feature
guides attention to the conjunction of two features.

6. As in feature searches, efficiency of search in-
creases as target/distractor similarity decreases.

7. Variability of RTs in the simulation mirrors that
seen in real data for conjunction search.

8. If no parallel guidance is possible, search is serial
and self-terminating, with slopes comparable to those from
human subjects.

9. However, the variability of RTs in simulated serial
tasks is too low.

10. For all these various tasks, the simulation uses a
single staircase procedure to set its activation threshold
so as to produce an acceptable error rate.

11. The staircase parameters can be varied to produce
speed-accuracy tradeoffs.

12. The pattern of error rates across tasks mirrors the
pattern seen in experimental data, though imperfectly.

4. OMISSIONS, PROBLEMS, AND
SPECULATIONS

Obviously, the GS2 simulation does not attempt to ad-
dress all of the visual search literature. The lacunae fall
into three categories: There are some aspects of the data
that are addressed by the guided search model that were
simply omitted from the simulation. There are problems
with the Guided Search simulation. Real data and the sim-
ulation simply do not agree on some points. Of course,
it is the model and not the data that must be considered
inadequate in these cases. Finally, there are a number of

topics that neither model nor simulation address. For some
of these, speculations can be offered. Some of the omis-
sions, problems, and speculations are considered in the
final section of this paper.

Omissions

Part-Whole Relationships

As was discussed above, it seems impossible for atten-
tion to be guided to a conjunction of two colors when those
two colors are the colors of two parts of a single item
(Wolfe et al., 1990 ). However, when one color is the
general color of a whole item and the other color is the
color of a constituent part, guided color X color conjunc-
tion search becomes possible (Wolfe et al., 1994). This
suggests some preattentive separation between the repre-
sentation of whole properties and the representation of
their parts. No effort was made to simulate this.

Continuous Stimuli

Related to the preattentive processing of relationships
within an item is the preattentive ability to divide the in-
put into a set of items in the first place. In standard labo-
ratory visual search tasks, the items are neatly isolated
on a homogeneous background. Obviously, this is not the
case in the real world. Do theories like guided search ap-
ply to the real world of spatially continuous stimuli? We
created stimuli that resemble continuous aerial views of
terrain and had subjects search for ‘“polluted’’ rivers, blue
lakes, etc. Conjunction search with these complex stimuli
was highly efficient, replicating the standard lab result.
However, ‘‘serial’’ searches for stimuli like ‘‘S-shaped’’
river segments were much less efficient than their already
inefficient laboratory counterparts (Wolfe, 1994). This
suggests that even classic serial searches rely on some par-
allel preprocessing—the processing required to locate the
‘“‘items’’ to be serially searched. This is not part of the
current simulation. What is needed is a more realistic early
vision ‘‘front end’’ of the simulation.



Efficient search in continuous stimuli is a challenge for
models that rely on grouping of similar, contiguous dis-
tractors (Ross et al., 1993) because the intervening con-
tinuous background would interfere with simple defini-
tions of contiguity. This is not to say that all the blue lakes
or yellow rivers might not be grouped—only that it will
require a clever grouping mechanism to do the task. GS2
would do the task with the same simple, location-based
mechanisms described above. A location with “‘yellow”’
and “‘vertical’’ remains ‘‘yellow’’ and ‘‘vertical’’ on a
continuous background.

The Dynamics of Activation

In the simulation, top-down and bottom-up activations
are computed once for each trial, and they remain con-
stant for the duration of the trial. In tasks in which the
stimuli are available until the subjects respond, this is un-
doubtedly incorrect. It is more reasonable but also more
computationally laborious to assume that activations are
continuously updated. For most tasks simulated here, this
is unlikely to be important. Given stimuli that remain un-
changed for the duration of a trial, changes in the activa-
tions should be limited to noise fluctuations. Updating ac-
tivation could be important in cases where inhibition of
return wears off before the end of a search (Posner & Co-
hen, 1984). In these cases, attention could unknowingly
revisit previously rejected items (see discussion of serial
search, above). For other tasks, such as the subset
searches described below, the updating of activations dur-
ing a single trial is an important part of guidance.

Subset Searches

In the guided search architecture described in the first
portion of this paper, parallel feature modules pass in-
formation only to the activation map and are independent
of each other. Subset searches reveal that parallel pro-
cessing in one feature map can be based on information
from another. In the standard subset search condition, the
target might be a red line of orientation x° among green
of x° and red of y°. x and y here denote orientations that
change randomly from trial to trial. The only constraint
is abs(x—y) > 30°. To describe the task another way,
subjects search for the odd man out in the red subset. If
feature maps were entirely independent, subjects could
activate all red items, but the colorblind orientation pro-
cess could do nothing when faced with an array of half
x° items and half y° items. The expected result would be
a serial search through the red subset (in the manner pro-
posed for standard conjunctions by Egeth et al., 1984).
In fact, in a variety of these tasks, subjects are clearly
not performing a serial, self-terminating search through
the reds. In some versions, there is no effect of set size.
In most cases, target and blank trial RTs and slopes do
not differ. It appears that information about the red sub-
set becomes available to the orientation processor. As par-
allel orientation information is updated, it becomes pos-
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sible for the orientation process to operate only over the
red subset and to ignore the distractors of irrelevant color
(Friedman-Hill & Wolfe, 1992, in press).

Subset search reveals an aspect of guidance that may
be of considerable use in real world searches. For exam-
ple, it should be possible to search in parallel for some-
thing moving in the green grass and not be disturbed by
other things moving in the blue sky.

This two-step process (get the red items into some sort
of group, then do orientation) is a staple of a number of
models of standard conjunction search (e.g., Ross et al.,
1993). This mandatory grouping is probably not required
for conjunction search. We can compare the results of
standard conjunction data with our subset search data
where the subjects are forced to get the red items first.
The pattern of RTs is quite different in the two cases. Stan-
dard conjunction search produces twice the slope on blank
trials as on target trials and longer blank RTs than target
RTs at all set sizes. Subset searches produce blank and
target RTs that are approximately the same as one another.
Additionally, subset search RTs are 150-200 msec slower
on target trials than standard conjunction search RTs—
reflecting, we assume, the time required to select the red
items and resubmit them for orientation processing.

Preattentive Details

Another substantial omission in the current simulation
has been mentioned previously. The true performance of
a real or simulated guided search mechanism will be de-
pendent on the properties of the initial processing of basic
visual properties such as color, orientation, and so forth.
Thus, it will make a difference if the ‘‘signal’’ produced
by a red stimulus is, for some reason, bigger than the sig-
nal produced by a blue stimulus, and it will make a dif-
ference if orientation channels have a 10° or 20° band-
width, and so on. Correction of this omission awaits more
data.

Regional Variation

All else being equal, RTs are faster and error rates are
lower for targets presented near fixation (Cheal & Lyon,
1989; Chun & Wolfe, 1994; Efron, Yund, & Nichols,
1987; Sekuler & Ball, 1986) and also for targets in the
right visual field (Yund, Efron, & Nichols, 1990). This
could be modeled in a number of ways. For instance, there
could be a difference in baseline levels of activation bi-
asing movements of attention toward some locations. Al-
ternatively, there could be differences in bottom-up or top-
down processing depending on location. (Note that ac-
cording to Efron et al., 1987, there is a sex difference
in regional variation.)

Most interestingly, there is evidence that the attentional
visual field is not the same as the classical visual field
(Ball, Roenker, & Bruni, 1990) and that cognitive load
and factors such as age can change the ability to attend
to loci away from fixation (Ball, Beard, Roenker, Miller,
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& Griggs, 1988; Ball, Owsley, Sloane, Roenker, & Bruni,ﬂ

1993; Ball et al., 1990; Graves et al., 1993; Sekuler &
Ball, 1986).

Briefly Presented Stimuli

In the visual search paradigm simulated here, stimuli
are visible until the subject responds. In many visual
search experiments, stimuli are presented briefly (e.g.,
Bergen & Julesz, 1983; Krdse & Julesz, 1989; Sagi &
Julesz, 1985a, 1985b). This method has various advan-
tages. For instance, it rules out systematic eye movements.
The dependent measure in these experiments is percent
correct, rather than RT. Easy searches produce high per-
cent correct at all set sizes, whereas less efficient searches
produce high percent correct only at low set sizes. The
GS2 simulation can be easily modified to simulate the brief
presentation paradigm. Assume 150 msec of processing
time. At this SOA, Guided Search proposes that the sub-
ject will be able to examine about three items. To simu-
late this paradigm, the simulation gets a ‘‘hit’’ if it finds
the target among the three highest activations. Otherwise,
it guesses with the ratio of “‘no’’ to *‘yes’’ guesses driven
by the guessing parameter that otherwise drives search ter-
mination. (L.e., if your error rate is low, guess ‘‘no’’ be-
cause you are getting all the yesses without guessing. If
the error rate is high, guess ‘‘yes’” half the time and ‘‘no”’
half the time.) Figure 14 shows results for a simulation
of this sort of feature, conjunction, and serial searches.
The results are comparable to those obtained from hu-
man subjects. Feature search can be done in a flash. Con-
junction search is accurate at low set sizes and falls as
set size increases. Serial search is harder still.

Problems

Although the simulation produces a fairly faithful
reproduction of the results of many human visual search
tasks, there are points of disagreement between the sim-
ulation and the real data. Some of these are quantitative.
For example, the model produces search asymmetries,
but the magnitudes of those asymmetries often differ sig-
nificantly from the data. Many of these quantitative dif-
ferences are, no doubt, due to the unreal nature of the
feature maps. If the analysis of basic features is unrealis-
tic, the precise output of the simulation will be incorrect.

The more serious errors are those that are qualitative,
because these suggest errors in the general form of the
model. Two are discussed here.

Error Rates

As noted at the end of Part 3, the patterns of error rate
and distribution as a function of search task are not as
close to the human data as one would desire. The proba-
ble cause is the failure to adaptively adjust the timing pa-
rameter that causes some long trials to be abandoned early.

Variability

As Ward and McClelland (1989) and others have noted,
any model that proposes a serial self-terminating search
for certain visual search tasks runs into difficulties with
the variability of the experimental data. These models
predict less variability on blank trials than on target trials
while the data tend to show the opposite. This was a fail-
ing of the original version of guided search. It is substan-
tially but not completely ameliorated in GS2. For con-
junction searches, the simulation now produces greater

Simulation of Visual Search with Briefly Presented Stimuli
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Figure 14. Simulated results of search for briefly presented stimuli. Here the
dependent measure is percent correct as a function of set size. With a 150-msec
duration, the simulation shows no decline in percent correct in a “parallel” task,
some decline in a “guided” (conjunction) task, and more decline in a serial (T versus

L) task.



variability on the blank trials. However, as discussed
above, pure serial, self-terminating searches still produce
too little blank trial variability.

There are at least three sources of variability in the ex-
perimental data that are not incorporated into the current
simulation. First, the simulation assumes that subjects can
perfectly monitor the progress of their searches. That is,
the simulation never rechecks an item once it has been
rejected. This is probably incorrect. Second, the simula-
tion fixes parameters that probably vary in real experi-
ments. For example, in the staircase that sets the activa-
tion threshold for termination of blank trials, the size of
the steps is fixed. In real experiments, these parameters
and, thus, the RTs for blank trials may vary during an
experimental session. Third, the simulation treats all lo-
cations in the visual field as equal. Spatial variability
would lead to increased temporal variability. Each of these
sources of variability will have their primary impact on
blank trial RTs and will, thus, raise blank trial RT vari-
ability more than target trial variability. As with the ac-
count of error rates, this account may seem plausible, but
a real test will have to wait until it is simulated.

Speculations

Finally, there are some phenomena of visual search that
need to be explained in any complete model of search but
about which Guided Search can only speculate at this point.

Illusory Conjunctions

The phenomenon of illusory conjunction certainly seems
like one that ought to be useful in constraining models
of visual search. Illusory conjunctions occur most readily
when an array of stimuli is presented briefly and the sub-
ject is asked to state if a particular conjunction was in the
display. Subjects will often report the presence of, say,
a nonexistent red square if ‘‘red’’ and ‘‘square’’ are
present at separate locations in the display (Treisman &
Schmidt, 1982). This has sometimes been considered as
evidence that basic features are free floating prior to the
application of attention, but subsequent research suggests
that this may be somewhat of an overstatement (Cohen
& Ivry, 1989). Certainly guided search cannot assume
free-floating features in preattentive vision. If the com-
bination of information from different feature maps pro-
duces guided search for conjunctions, it follows that those
feature maps must have preattentively available informa-
tion about spatial location.

Two observations make illusory conjunctions difficult
to fit into a general model of search. First, they are most
reliably produced with brief stimuli, meaning that they
are rarely ‘‘seen’’ (or, at least, reported) until after the
stimulus is gone (though see Treisman & Schmidt, 1982,
for a discussion of this point). Second, it is possible to
get illusory conjunctions of entities that do not look like
basic features (Fang & Wu, 1989; Intraub, 1985;
Prinzmetal & Keysar, 1989; Treisman & Souther, 1986;
Virzi & Egeth, 1984). These observations suggest (1) that
illusory conjunctions may be a family of effects involv-
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ing erroneous combination of different sorts of informa-
tion, and (2) that these errors may require a degraded rep-
resentation of the input.

Once the stimulus has been removed, the internal rep-
resentation of that stimulus must begin to decay. Perhaps
illusory conjunctions are a product of that decay. While
feature information may be registered in a spatially or-
ganized map, the quality of the spatial information may
degrade after the stimulus vanishes. Thus, after a few mo-
ments, if queried about the presence of a red square, at-
tention may find redness and squareness in similar loca-
tions and may construct a red square that was not
originally present. Such an account would seem to predict
that illusory conjunctions should be more common be-
tween features that are near neighbors in the display. This
is sometimes the case, but certainly not always (Cohen
& Ivry, 1989). It is not a serious problem. The degrad-
ing of information after stimulus offset can provide sev-
eral mechanisms for illusory conjunction. For instance,
the stimuli will activate internal representations of their
“types’’: ‘‘red,”” ‘‘square,”” ‘‘tilted,”’ etc. These types
have an existence separate from the specific ‘‘tokens’” that
elicit them (Kanwisher & Driver, 1992; Kanwisher & Pot-
ter, 1989, 1990). After the stimulus is gone, the spatial
referents of types could become confused, allowing *‘red”’
and ‘‘square’’ to become attached to a single location
when, in the actual display, they were elicited by quite
different items (see Kanwisher, 1991, for similar ideas
in a somewhat different framework.).

Density Effects :

Regarding a possibly related matter, Cohen and Ivry
(1991) report that efficient search for conjunctions occurs
only when items are widely spaced and not when they are
more densely packed. They propose coarse and fine-
grained feature integration processes to account for the
data. In the context of guided search, one could specu-
late that the ““hill’’ of activation produced by each item
in each feature map has some girth as well as some height.
Thus, if stimuli were tightly packed, the ‘‘blue’’ hill from
a blue ‘O’ could overlap with the ‘X"’ hill from a yel-
low “‘X.”” This could disrupt guidance and could lead to
illusory conjunctions as discussed above. If stimuli were
farther apart, there would be fewer opportunities for over-
lap of the representations. We are presently attempting
to study this matter but have found it difficult to replicate
the basic Cohen and Ivry results. With rather similar stim-
uli, our subjects stubbornly continue to produce efficient
conjunction searches even for densely packed stimuli.

Nakayama and his colleagues have reported another
density effect (Bravo & Nakayama, 1992; Maljkovic &
Nakayama, 1992). When a subject needs to report on the
form of an item identified by a unique color, a strong
density effect makes the task easier with larger set sizes
when the target color is unpredictable (bottom-up infor-
mation only). The density effect decreases and disappears
as target color predictability increases (adding top-down
information).
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Are All Feature Maps Created Equal?

In most models of the parallel, preattentive stage, pro-
cessing is assumed to occur in a similar fashion for dif-
ferent features. Thus, for instance, in the absence of evi-
dence one way or the other, we assume that top-down
processing is categorical for all features because it is cat-
egorical for orientation (and, probably, for color and size).
However, there are some indications that different fea-
tures may be processed in qualitatively different ways.
For example, Nothdurft (1991b) has done a series of ex-
periments in which subjects view a field of line segments
of one orientation. If three segments are rotated to a dif-
ferent orientation, they are immediately seen as the ver-
tices of a triangle, and subjects can determine the orien-
tation of this virtual triangle in a brief exposure. The
vertices of the triangle can be three lines of the same orien-
tation or three lines of different orientations. The con-
trast with the background creates the triangle. We have
replicated this result (Chun et al., 1992; Wolfe et al.,
1993). However, when we tried the same experiment with
color rather than orientation, we found that three items
of one color on a background of another color made a
more easily perceived triangle than did three items, each
of a unique color. The cost of color heterogeneity in this
task suggests, though it does not prove, that the preatten-
tive representation of color may be different from the
preattentive representation of orientation. Specifically,
“‘red,”” “‘green,”’ and ‘‘blue’’ may have semi-independent
representations in a way that ‘‘vertical,”’ “‘horizontal,”’
and “‘oblique’” do not. Nothdurft (1993b) has recently re-
ported similar results.

Detection Versus Identification

Because all responses in Guided Search are made after
attention finds the target item, the model, in its present
form, makes no provision for responses based directly
on the contents of preattentive feature maps. Such re-
sponses are certainly implicit if not explicit in models that
talk about parallel searches and serial searches as two
qualitatively different types of search. In Guided Search,
there are no ‘‘parallel’’ searches in this sense. A search
that produces RT X set size slopes near zero is a search
in which the activation of the target item is higher than
that of any distractors on all or nearly all trials. As a re-
sult, attention goes directly to the target location. Some
of the more interesting evidence in favor of two different
search mechanisms comes from evidence that it is possi-
ble to detect a target without knowing what or perhaps
where it is (Bundesen, 1991; Sagi & Julesz, 1985b). As
with illusory conjunctions, these effects are most com-
monly found with stimuli that are presented only briefly.
We may speculate that they occur when the target activa-
tion in the activation map is large enough to almost cer-
tainly signal the presence of a target but when the infor-
mation about the source of that activation has been
degraded after stimulus offset. One prediction would be
that these effects would only occur in searches that pro-

duce near zero RT X set size functions in a standard
search task. If the target is not the first attended item, then,
in the brief presentation case, there will not be enough
information to decide whether subsequent items are or are
not targets.

CONCLUSIONS

The goal of the Guided Search project is to create an
explicit model of human visual search behavior. With a
fixed set of parameters, GS2 can reproduce the results
of many standard laboratory search tasks.

1. Search is “‘parallel’’ for feature searches with large
target-distractor differences.

2. Feature search becomes less efficient as the tar-
get-distractor difference declines.

3. Feature search becomes less efficient as distractor
inhomogeneity increases.

4. Even with inhomogeneous distractors, feature
search remains efficient if the target is categorically
unique.

5. Search asymmetries are reproduced for feature
searches and can be produced for conjunction searches
even in the absence of asymmetrical feature searches.

6. Conjunction search can be efficient, though gener-
ally not as efficient as simple feature search.

7. Efficiency of conjunction search declines as stim-
ulus salience declines.

8. Standard conjunction search becomes more efficient
if the two distractor types are not present in exactly equal
numbers.

9. In the absence of basic feature information, search
is “‘serial.””

10. Slope ratios are near 2:1 for all search tasks ex-
cept those with target trial slopes near zero.

11. Variance of RT increases with set size and is greater
for blank trials than for target trials (except for the most
‘“‘serial’’ searches, as noted above).

12. Miss and false alarm error rates are plausible.

13. Speed-accuracy tradeoffs can be produced by ma-
nipulating the computerized subject’s search-termination
criterion.

14. Credible individual differences in performance can
be modeled by introducing noise into otherwise fixed sim-
ulation parameters.

Finally, some propaganda in support of GS2. What has
this model got that other models do not have?

Current data. A number of other models seem to take
as their start and end the data that undergird Treisman’s
original version of feature integration theory. For exam-
ple, there are models that still insist on serial search for
all conjunctions. This is now a decade out of date, and
new models should be based on new data (as, indeed,
Treisman’s models are).

A large body of data. As summarized above, the simu-
lation reproduces data from a wide range of search tasks.
Many simulations content themselves with a ‘‘feature’’



search, a ‘‘conjunction’’ search, and a ‘‘serial’’ search.
The standard test bed for guided search is a set of 35 dif-
ferent search tasks (not all discussed in this paper).

Explicimess. Simulation of GS2 requires that underlying
assumptions, parameters, and so forth be made explicit.
A number of more qualitative models in the literature con-
tain some intriguing ideas. There is nothing inherently
wrong with qualitative models, but the models of visual
search are becoming sufficiently complex so that the quali-
tative description may not capture their behavior. The
parts of the models interact, sometimes in unexpected
ways. Only by implementing the model can we be rea-
sonably sure that it does what we say it does.®

The Guided Search project is not finished. Returning
to the example that opened this paper, recall that hypo-
thetical stack of journals that collapsed as you left your
office. One day, perhaps, your robot will clean up the
mess before you get back and it will be its Guided Search
module that will locate the copy of Psychonomic Bulletin
& Review that you were reading and put it back at the
top of the stack.
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NOTES

1. Three points are worth making here. First, the claim that a lim-
ited capacity process must be deployed in a serial manner across the
visual field is not a claim that the process is itself serial. For example,
face recognition may well be a parallel process in the sense that eyes,
nose, mouth, etc. are all considered at once. It is, however, a limited-
capacity parallel process that must be deployed from face to face. One
cannot process a room full of faces in parallel. Second, turning to visual
search, the general notion of a spatially restricted deployment of atten-
tion does not require that the limited-capacity stage be limited to pro-
cessing of one item at a time (though that assumption is made in the
current version of Guided Search). We will return to this topic later.
Third, the sequence of a parallel stage followed by a serial stage should
not be taken as a one-way relationship between two independent pro-
cessing stages. While it is clear enough that the initial (e.g., retinal)
stages of processing are parallel, there is no sharp border between par-
allel and serial stages. As we will see, the two types of processes work
together at the same time to solve visual problems (Friedman-Hill &
Wolfe, in press).

2. One can spend a lot of time trying to determine whether the sec-
ond stage of processing is a truly serial, item-by-item affair, or whether
it is a limited-capacity parallel process. Alternatives include an ability
to process more than one item at once (Cave & Pashler, 1994a, 1994b;
Mordkoff & Yantis, 1993; Nakayama, 1990; Pashler, 1987) or even
an ability to process all items at once with speed or depth of processing
dependent on the allocation of a limited resource (Kinchla, 1977, 1992).
The current version of Guided Search makes a choice. Items are
processed one at a time. However, the basic issues in Guided Search
and the underlying strategy would remain similar even if it could be
shown that the limited-capacity stage still processes all items at once.
The critical issue is how to deploy limited resources in an intelligent
fashion. Currently, resources are deployed from item to item in decreas-
ing order of the likelihood that they contain a target. Much the same
result could be obtained by deploying a limited resource to all items
with the amount of resource deployed at each locus dependent on the
likelihood that the locus contains a target.

3. There are, of course, separate parallel pathways carrying infor-
mation in the early visual pathways. The most important of these are
the M and P (transient and sustained, color-opponent and broad-band)
pathways and the ON and OFF pathways (Lennie, Trevarthen, Van Es-
sen, & Wassle, 1990). However, as will be discussed later, these dis-
tinctions do not appear to have much impact on visual search, probably
because visual search operates over representations generated later in
visual processing.

4. The activation map is a modeling convenience, not a physiologi-
cal hypothesis. There is no need to bring all activation together in a
single locus. What is required is that the movement of attention be based
on a weighted combination of the feature-specific activations.

5. It is probably a mistake to think of attention ‘‘moving’’ from loca-
tion to location in some strict analogy with eye movements or mental
imagery. More plausibly, it is deployed at location x, then disengaged
from x, and redeployed at y without necessarily traversing intermediate
points. The literature on this topic is beyond the scope of this paper.
If one prefers a parallel, limited-capacity model of the deployment of
attention, the role of the activation map changes. In a parallel model,
the activation map would guide the apportionment of attention with more
of the limited resource devoted to high-activation locations and less to
lower activation locations.

6. There has been considerable discussion about whether attention is
directed to locations or to objects. As the issue is framed in the litera-
ture, the answer is probably ‘‘objects’’ (Kahneman & Treisman, 1984;
Tipper, Brehaut, & Driver, 1990; Tipper et al., 1991; Treisman, 1986a,
1988), but for the current version of Guided Search, the issue is not
critical. In an array of items, activation will be higher at the items than
in intervening blank space. Objects and locations will be, in effect, the
same thing.

7. If there happened to be a tie in the activations of two items, the
order of checking would be random.

8. Heathcote and Mewhort (1993) would disagree with this last point.
They do not believe that their data can be explained by phase-sensitive
mechanisms. In particular, they note that red-blue targets can be found
amid blue-red distractors and that no cells have been found in the cor-
tex that respond optimally to that polarity of edge. This is not a real
objection to a phase account, since the red-green cell that they invoke
would certainly respond differentially to red-blue versus blue-red edges.

9. We are currently revamping the simulation to run on a Sun (or
equivalent) workstation and would be happy to share the code (in C)
with interested readers who would care to try it on their favorite search
paradigm.
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