Extending Guided Search:

Why Guided Search Needs a

Preattentive “Item Map”
Jeremy M. Wolfe

wided Search is a model that seeks to explain how humans find one

visual stimulus in a world filled with other, distracting stimuli. Com-
plex stimuli like faces and words can only be identified one at a time. At-
tention must be deployed to an item before it can be fully identified. The
heart of Guided Search is the idea that relatively simple processes can be
used to guide attention intelligently so that, for example, in a search for a
round skin-colored face one does not waste time examining an elongated
green tree. Attention could be guided from location to location or from
item to item in the visual field. The experiments discussed in this chapter
argue for item-by-item guidance.

There is wide agreement on the existence of bottlenecks in human in-
formation processing (Kahneman, 1973; Neisser, 1967)." Humans cannot
handle all of the demands placed on them at the same time. This is not a
new observation. For example, in Shakespeare’s As You Like It, Celia meets
Orlando in the woods. When Rosalind, who loves Orlando, asks Celia for
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information about this meeting, she gives instructions for response com-
parable to the most arduous laboratory attention tasks:

What did he when thou saw’st him? What said he? How looked he?
Wherein went he? What makes he here? Where remains he? How
parted he with thee? And when shalt thou see him again? Answer
me in one word. (As You Like It 3.2.218-222)

Celia, a paleocognitive scientist, recognizes a bottleneck and responds

you must borrow me Gargantua’s mouth first; “tis a word too great
for any mouth of this age’s size” (As You Like It 3.2.223-224)

The play, having other business at hand, does not pursue the locus of
this bottleneck. Celia seems to propose a motor or final common path
limit. But the task could be limited at the level of response selection (Pash-
ler, 1992, 1994) or memory scanning (Sternberg, 1969). Bottlenecks limit
the flow of information at multiple loci in processing. The study of visual
processing has provided one of the clearest examples of a processing bot-
tleneck. There is fairly wide agreement that the initial stages of visual pro-
cessing are spatially parallel, with all loci in the visual field processed at
once and with no cost at Locus 1 for concurrent processing at Locus 2. At
some point in the journey from image to perception and action, however,
there is a bottleneck. Attention selects some stimuli for more processing
than others. One can debate whether this attentional selection is early (e.g.,
Mack, Tang, Tuma, & Kahn, 1992) or late {e.g., Johnston, Hawley, & Farn-
ham, 1993). One can also ask whether the selection implies serial pro-
cessing of single locations or items (Treisman & Gelade, 1980), or whether
selection implies differential allocation or processing resources to multi-
ple loci in parallel {e.g., Kinchla, 1977). There seems little point, however,
in arguing about the existence of some attentional selection.

The constriction in processing is quite severe, Consider a search for an
S among mirror-reversed Ss as shown in Figure 1. This is most likely a se-
rial self-terminating search (Kwak, Dagenbach, & Egeth, 1991). Whether it
is serial or limited capacity parallel, the search proceeds at a rate equivalent
to the serial processing of one item every 40-60 ms. Looking out at any vi-
sually rich scene, it is clear that this is a potentially crippling limit. At 25
items per second, it could take many seconds to process a complex scene
when the demands for action might require a much shorter response time.
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Search for am 3 among oviceos-reversid Se m senal and self-berminating

O bwionsly, the search in Figure 1 15 an unusual case, Maost searches, in
the world or in the laboratory, do not require serial exarmnination of all
items. Some items and loci are removed from consideration prior Lo the
botrleneck. Pur another way, the parallel processes lying before the bot-
teneck guide the deployment of attention. The rules of rhat guidance are
the subject of the Guided Search model developed in our laboratory (Cave
& Wolte, 1990; Wolle, 1992, 1994a; Wolfe, Cave, & Franzel, 198%). This
chapter briefly reviews Guided Search 2.0 (GS2), the most recently pub-
lished version of the model, end discusses data that lustrate some of the
shurtcomings of the model and one direction for its future development.

GUIDED SEARCH 2.0
Basic Features

A fall account of GR2 iz found in Wolle (1994a). Figure 2 shows the ba-
sic architecture of the model. The mput stimulus is filtered through
broadly tuned channels for a limited set of basic features. This occurs in
parallel across the visual field. There are perhaps a dozen basic features
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(see Wolfe, 1994a, for a review), including such obvious candidates as color,
orientation, and motion and some less obvious properties such as “lustre”
(Wolfe & Franzel, 1988) and pictorial depth cues (Enns & Rensink, 1990).
These less basic “basic features” make an important point. Parallel pro-
cessing of visual information extends beyond early vision to a level that
handles more complex properties of surfaces (e.g., He & Nakayama, 1992,
1994) and their relationship to one another (e.g., occlusion; Enns &
Rensink, 1992). Further evidence that visual search uses relatively “late”
parallel representations comes from experiments that show that “basic fea-
tures” in visual search can be built up of primitives from other feature
spaces (e.g., oriented items defined by color, texture, motion, and so on;
Bravo & Blake, 1990; Cavanagh, Arguin, & Treisman, 1990).

Bottom-Up Activation

For purposes of the guidance of attention, there are two consequences of
the parallel processing of basic features: bottom-up, stimulus-driven acti-
vation and top-down, user-driven activation. Bottom-up activation is
based on local differences. A locus where color is changing will receive
bottom-up activation in a color processor. An item of unique orientation
will receive a large amount of bottom-up activation in an orientation
processor because it will be different from all of its neighbors (see Figure
3a). The strength of bottom-up activation is a function of the magnitude
of the difference between an item and its neighbors (see Figure 3b). The
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Figure 3

[ustrations of bottom-up activation.
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identity of more remote itemns is less important (see Figure 3¢; Nothdurft,
1991, 1993a, 1993c). If the difference is large enough, attention will be
guided to the target immediately on every trial and reaction time (RT)
will be independent of set size. Bottom-up activation does not specify the
source of the activation. A red item surrounded by green items produces
a peak of activation that in principle could be identical to a peak produced
by vertical surrounded by horizontal items.

The magnitude of the difference required to produce parallel search
for target amidst homogeneous distractors can be called a “preattentive
just noticeable difference” (pJND). Interestingly, the pJNDs are much
larger than classical JNDs and are not related to those ]NDs by a simple
scale factor (Nagy & Sanchez, 1990). This local differencing aspect of par-
allel processing is what Julesz referred to as the calculation of “texton gra-
dients” (Julesz, 1986). Different features appear to have different abilities
to attract attention bottom-up, with abrupt onset and/or the creation of
new objects being, perhaps, the most forceful (Jonides & Yantis, 1988; Yan-
tis, 1993; Yantis & Jones, 1991).

Top-Down Activation

Guidance of attention that was entirely stimulus driven would not be par-
ticularly useful. It is important to be able to guide attention toward cur-
rently relevant features in the visual input. Otherwise, a search for a coin
dropped on the sidewalk might be continuously disrupted by a more
salient, flashing neon sign. It is obvious that people can bring search un-
der volitional control. It is less obvious, but nevertheless true, that our
ability to command parallel processing is limited in interesting ways. For
instance, in Figure 4a, it is hard to search for the vertical item among dis-
tractors tilted 20° to either side. It is hard, not because subjects cannot dis-
criminate 0° from *=20°, but because top-down control is limited to a very
small set of apparently categorical items. In orientation, these appear to
correspond roughly to the terms steep, shallow, left, right, and tilted (Wolfe,
Friedman-Hill, Stewart, & O’Connell, 1992). It may be that the limit re-
flects an ability to select only a single, broadly tuned input channel in top-
down processing (Foster & Ward, 1991).

To give an example, in Figure 4a, all of the items are steep. In Figure
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“steep” items. “shallow” items.

Tlustrations of top-down processing of orientation.

4b, search is easier because the target is the only steep item (10° among
+50°). In Figure 4c, search is hard again even though the angular distance
from target to distractors is the same as in Figure 4b (10° among —30°
and +70°). The search in Figure 4c is hard because the target is not cate-
gorically unique. It possesses steep and right properties but is presented
among shallow right and steep left distractors.

Another important limitation on top-down processing is an inability
to search efficiently for an item defined by a conjunction of two instances
of a single type of feature. Thus, it is possible to search for a red or a green
item among items of various colors, but search for a conjunctively defined
item that is red and green among items that contain red or green, but not
both, is very inefficient (Wolfe et al., 1990). This is different from the case
of across-feature conjunctions (e.g., Color X Orientation—find the item
that is red and vertical among items that are either red or vertical but not
both.) Across-feature conjunctions can be very efficient (see Wolfe et al.,
1989, and discussion below). This is not just a problem with color pro-
cessing. Size X Size and Orientation X Orientation conjunctions are also
very inefficient (Bilsky & Wolfe, 1994; and see Logan, 1994, for a class of
difficult Shape X Shape conjunctions). There is one situation in which
search for within-feature conjunctions is also efficient. This important ex-
ception is discussed below.
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The Activation Map and the Mechanics of Search

In G52, top-down and bottom-up activation build up in each feature
processor independently. These independent activations are then com:
bined into a general activation mag. In visual search, attention is then de-
ployed to the most active locus, If that does not contain a target, atten-
tion is redeployed to the next most active locus, until the target is found
or the search is terminated. The activity in the activation map cannot he
a simple sum (or average} or all the independent activations. It must be
weighted to emphasize useful information and limit the impact of useless
activation. For example, consider a search for a red line among orange
limes of various onentations, There will be substantial bottam-up sctivity
in the orentation processor that is irrelevant to the task, Efficient search,
which is possible in such cases, requires that the orientation activation not
mask the color activation. The weighting of color information would be
high in this case and the weighting of arientation information would be
T

Pokorny and I used a different task to test the ability to ignore irrel-
evant activations. In this case, the activation came from abrupt onsets of
the sort that Yantis and his colleagues have found can attract attention
even when they are irrelevant to the task (Yantis & Jones, 1991; Yantis &
Jonides, 1990). We asked if such onsets must attract attention. [n the base-
line condition, our subjects searched for a Tamong Ls. The Tand Ls could
be in any of four 90° rotations from upright. This is a standard serial search
task yielding RT * Set Size slopes of about 20 msfiterm on target trials and
40 msfitern on blank trials. In the abrupt-onset condition, white spots ap-
peared on the screen in the regions berween the Ts and Ls at a rate of one
every 40 ms. If subjects had been unable to keep the activations due to
these highly salient abrupt onsets out of the activation map that guides
attention, search would have been massively impaired. As can be seen in
Figure 5, there is a 50-ms increase in BT across set sizes, but the slopes re-
main the same in the two conditions, strongly suggesting that the abrupt
onsets were not allowed to interfere with search, {Note that Yantis has also
reported that abrupt onsets do not capture attention if they are known
not to mark the target; Yantis & Jonides, 1990.)

In the current simulation of Guided Search, the weights that modu-
late the input from the feature processors to the activation map are set at
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Results of searching for a Tamong Ls with and without Bashing spats. Flashing spots, ap-
pearing at a rate of one every 40 ms, do not produce an increase in the slope of Resction
Time * Set Size functions For a serial search for & T among Ls,

the beginning of an “experiment” by instruction. That is, if the simulation
i5 given a search for a red line target among orange lines of random ori-
entation, it determines at the outset to largely ignore orientation infor-
mation. This is not terribly realistic. It is more reasonable to imagine that
the subject implicitly learns which preattentive processes contain signal
and which, for all their activation, contain merely noise. Recently, Gan-
carz and | have given the simulation this learning ability. After each tar-
get-present trial, the simulation receives feedback that allows it to com-
pare the activation of the target item with the average activation of other
items. In this manner, it creates a signal-to-noise ratio for each parallel
processor. The contribution of a processor 1o the overall activation map
is increased if the ratio is greater than one and decreased otherwise, With
appropriate limits to prevent the contributions from getting too large or
too small, this simple learning mechanism produces a good approxima-
tion of the desired results. Processes that contain noise make little contri-
bution. Processes that contain usable signals make stronger contributions.
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This docs assume feedback after each trial, It would be interesting to see
if the perfarmance of our subjects changed if we eliminated the feedback,

The architecture of feature processes feeding an activation map makes
it possible to guide attention to likely loci for targets defined by conjunc-
tions of two or mere features even though no parallel process, by itself, is
sensitive o comjunctive properties. Take a search for a red vertical line
among 50% red horizontal and 50% green vertical distractors. Top-down
activation in a color processor can activate all red items. Top-down pro-
cessing in an orlentation processor can activate all vertical (steep) items,
The combination of these two sources of information will produce greater
activation of an item that is both red and vertical, Indeed, if the system
were noise [res, this guidance of attention would be perfect and search for
canjunctions should be no harder than search for salient single features,
Search for conjunction can be highly efficient, with slopes near 0 ms/item
(e.g., Wolle, 1992a), but, in general, conjunction searches are somewhat
less efficient than feature searches with slopes in the vicinity of 5-12
msfitem {Alkhateeb, Motland, Ruddock, & Savage, 1990; Cohen & Ivry,
1991; Dehaene, 1989; Egeth, Virzi, & Garbart, 1984; McLeod, Driver, Di-
enes, & Crisp, 1991; Quinlan & Humphreys, 1987; Treisman & Sato, 1990
Wolle et al., 1989). Apparently, there is noise that will produce peaks of
activation in the activation map that do not correspond to a target loca-
tion, Search for a conjunction therefore becomes a serial search through
a subset of the items, When differences between targets and distractors are
larpe, that subset is quite small. The signal is almost always larger than the
noise. As a result, slopes of RT 0 Set Size functions are near zero. In more
demanding conjunction tasks, attention is incorrectly deployed to a greater
number of distractors. The number of incorrect deployments, averaged
across many trials, is proportional to set size, and so the RT ® Set Size
functions rise more steeply, approaching the slopes of serial search in the
limit.

In Guided Search, parallel, serial, and guided searches are not quali-
tatively different. They lie on a continuum defined by the signal-to-noise
ratio in the activation map. Thus, a parallel search is a search where the
activation signal is so much larger than the background noise that atten-
tion is deployed first to the target lncation on all target-present trials, The
subset in which attention is deployed contains anly a single item: the tar
gel. The resulting KT > Set Size function is independent of set size. A Fully
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serial search isa search with no parallel guidance. If preattentive processes
cannot differentiate between targets and distractors (e.g., the searches in
Figure 1 or Figure 5), search will be random over the entire set of items.
If serial examination of items proceeds at a rate of one item every 4060
ms, this will produce slopes of 20-30 ms/item on target trials and 40-60
msfitem on blank trials. In a guided search, the activation signal from the
preattentive processes biases deployment of attention toward the target
item but some distractor locations develop comparable levels of activa-
tion. The result is a serial search through a subset of the items.

Search Termination

Serial self-terminating searches produce 2:1 slope ratios. In a retrospec-
tive analysis of a large body of search data, Chun and I found that the av-
erage slope ratio between blank and target trials was about 2:1 across a
wide range of tasks including conjunction searches (Chun & Wolfe, in
press), Understanding search termination is easy enough in true serial
searches. Target trial searches end when the target is found and blank tri

als end when all items have been examined and rejected. Serial search
through a subset is more problematic. What should happen in guided
searches (or, for that matter, parallel searches)? When should the subject
abandon an unsuccessful search? Within the framework of the Guided
Search mode], there are at least two plausible mechanisms for quitting, As
attention is deployed from peak to peak in the activation map, subjects
could quit when none of the remaining peaks are high enough to warrant
examination. That is, if the subject learns (implicitly, it is assumed) that
virtually no target in the present task ever has an activation below some
value, then search can be abandoned when no peaks remain above that
value. Of course, the few targets with these low activations will not be
found, generating miss errors, Alternatively, subjects could give up and
puess when a search has gone on too Jong. That is, if the subject knows
(again, implicitly} that almost any target should have been found within
M ms, then search can be terminated if it goes on longer than N ms. If the
probability of guessing increases with time, and most of the guesses are
nos, the result will be error rates that increase somewhat with set size and
a few false-alarm errors. There is evidence for activation and timing thresh-
olds in search termination {Chun 8 Wolfe, in press). These timing and ac-
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tivation thresholds are fixed but change with feedback, becoming more
conservative when errors are made and more hberal if correct responses
are made. The G52 simulation (Chun 8 Wolfe, in press; Wolfe, 1994a) in-
corporates both rules and does a reasanable job of reproducing the error
rates, blank trial K15, and 2:1 slope ratios seen in the human dara.”

A PREATTENTIVE ITEM MAP

The G52 model can simulate a wide range of tasks from feature searches
o conjunction searches to serial searches. Tt yields results that are very
similar to the results obtained in experiments on groups of human sub-
iects, Much more detail about the G52 model and simulation can be found
elsewhere (Wolfe, 1994a). GS2, however, has its limitations. Specifically,
for this chapter the focus on preattentive processing of features has ob-
scured the need for preattentive processing of items to which to attach
thuse disembodied features. In Triesman's original feature integration the-
ory (Treisman & Gelade, 1980), features are processed preattentively,
“Items” in the form of "object files” await the application of attention
(Kahneman & Treisman, 1984). Most other work on visual search is sim-
ilar in that it treats the preattentive feature as channels or filters for rela-
tively primitive properties of the input. In the remainder of this chapter I
argue for the need for a preattentive representation of items.

Top and Bottom

One place to begin is with a problem with the analysis of orientation re-
viewed above. As noted for purposes of the guidance of attention, orien-
tation seems to be specified in terms of simple categories such as steep and
shallow, This poses a problem as illustrated in Figure 6.

A line rotated through 1807 is indistinguishable from an unrotated
version, This is not true for most objects rotated through 1807, Both ar-
rows in Figure 6b are steep, but to state the obvious, they are not the same.

In Figure 7, the search for an up arrow appears to be quite easy, and,
indeed, informal expesiments on two well-practiced subjects yielded tar-
get trial slopes under 5 msfitem.® OFf course, this and other related exper

"l et the slope ratios i woek, Goided Scarch awumes that the variability of an dctivation signal de-
Creises i e activation lewel rises. Details can be fosand in Chean amd Walke {50 prea) and Wolle (1554a).

for a simnilar exarmiple with somewhat different parpose, see Enes and Rensink (1999],
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Wisual search results, based on search for lese segments, ignore the possibility that top and
Bamon are featares

iments need o be run on more subjects, and there are a host of control
experiments that one would want to do before making any definitive state

ment about the status of presttentive processing of top and bottom. How-
ever, for the sake of argument, suppose that these results are confirmed.
How should they be understond? It could be that the standard work on
orientation has been done with impoverished stimuli and that the orien-
tation 13 better represented over 360° than over 180° The alternative is
that top and bottom are separable from orientation. After all, all of the
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items in Figure 7 are “steep” in some meaningful sense. If top and bottom
ar¢ represented in a different preattentive process, what is that process?
Unlike other basic features, top and bottom must be the top and bottom
af semething. Color, erientation, mation, and so forth can all be surface
propertics that may or may not describe a whole item. Top and hottom
are qualitatively different. Imagine a swirling amorphous doud of features
filling the visual field. Imagine that no definable items or objects can be
seen, You could still see red. You could still see a vertical. However, you
could not see top without also secing an item that could have a top.

Parts and Wholes

Top and bottom are properties of items. There is other evidence that the
sructure of items is available preattentively. The inefficiency of Color
Color Conjunctions was described above {Wolfe et al., 1990). To reiterate
with a different example of that class of search, it is hard to find a house
painted half red and half yellow among houses painted red and blue and
houses painted blue and yellow (M = 38.9 ms/item for target trials; Wolfe
Friedman-Hill, & Bilsky, 1994). As promised earlier, there is a case where
search for Color % Color conjunctions is efficient. If subjects search for a
red house with yellow windows among red houses with blue windows and
blue houses with yellow windows, slopes of RT % Set Size functions are com-
parable to those seen in standard across-feature conjunctions (M = 13,1
ms'item for target trials; Wolfe et al., 1994), Tt is the structure of the items
that appears to be eritical. Color % Color conjunctions are efficient when
the color of the whole item is conjoined with the color of a part of that item.
Conjunctions of the colors of two parts are inefficient.

Part and whole are terms of convenience here. Subjects and experi-
menlers tend to spontaneously describe the stimuli in these cxperiments
in pari-whole terms, but we are not in a position 10 say with assurance
that the preattentive representation is In terms of parts and whole items,
It seerns clear that something about the structure of the iltems is critical
here, but we do not fully understand the details. In one series of experi-
ments we found that surroundedness is a relevant aspect of the structure
{Waolfe et al., 1994]). The more one area surrounds another, the more the
former acts as a whole and the later as a part. Stimuli for an experiment
illustrating this point are shown in Figure § with the slopes from the re-
sulting searches given below each type of item.
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In all cases, subjects searched for the red-blue target among red-
yellow and yellow—blue distractors. The different-colored regions were of
identical area and the colors were equiluminous. Other experiments have
showmn that the division of items into parts and wholes 15 under some de-
gree of volitional control. Part and whole labels cannot be assigned at ran-
dom, but using stimuli like the one shown in Figure 9, we {Wolfe et al,,
1994} were able to assign a part label to the larpe circle in one condition
{search for the green box with the red circle) and assign a whole label to
the same large circle in another condition (search for the red circle with
the yellow spot).

Like Calor % Color conjunctions, Size * Size conjunctions are influ-
enced by the structure of the {tems, It is hard 1o find the item with big
and small parts but relatively easy to find a big item with small parts {Bil-
sky, Wolfe, & Friedman-Hill, 1994). Interestingly, Orientation * Orienta-

e can search for the
whole red circle with
the yellow dot part.

One can search for the
whaole green cube with
the red circle part.

A green cube with o red circle
andd & yelbow daot.

Sepmaibus wsed to show that & stimwlus componet that is 4 part in one viswal search can
b the whode em in another
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tion conjunctions do not show a similar sensitivity to part—whole struc-
ture. Every onc of the large number of Orientation * Orientation con-
junctions that we have tried have proven to be highly inefficient (Bilsky
et al., 1994}, Perhaps absolute orientations of parts and wholes are not
coded because they do not stay invariant in the environment. A red item
with yellow parls will be red with yellow if it falls over. The same cannot
be said of a vertical itemn with a horizontal part. The relative angular re-
lationship between parts or between parts and wholes may be more ro-
bust, and there is evidence for preattentive coding of angular relations
(Wolfe & Friedman-Hill, 1992).

Continuouns 5timuli and the Ownership of Borders

In most visual search experiments, preattentive processing could be by
items, locations, or paiches of disembodied features. When the display
consists of stimuli presented in isolation on a homogeneous background,
division into items is easy and not particularly wseful. Attention can be
guided to a red vertical item in isolation by finding redness and vertical-
ness in the same place. Real-world stimuli, however, do not offer items in
neal isolation on blank backgrounds. Real-world stimuli are continuous,
They are also difficult to use in controlled visual search experiments. We
{'Wolle et al., 1994) have devised a class of stimuli that are more continu-
ous and naturalistic than standard laboratory stimuli. At the same time,
they preserve our ability to place targets and distractors at arbitrary loca-
tions from trial to trial. The stimuli are created out of a set of square "tiles.”
The tiles are drawn so that any regular packing of them will produce a
continuouws image. Using a set that looked something like aeral views of
terrain, | demonstrated that the basic findings of laboratory search stud-
ies could be replicated with stimuli of this sort (Wolfe, 1994b).

A different example is shown in Figure 10. Efficient search (6 msfitemn)
for conjunctions of color and orientation ¢an be done with stimuli of this
sort and it makes little difference if the leaves are in front of or behind the
lattice. As fllustrated on the right of the figure, this raises a problem for
Guided Search and other models. The figure on the right is merely a blow-
up of a piece of the stimulus on the left. [t points cut that because the green
leaf 15 occleded .y a vertical segment of the lattice, there is a green vertical
contour in the image. If the target is green vertical, why is there no evidence
that this spurious green vertical acts as a distractor?
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)l

A PERET PCEI A vertical slge

Search for the green (gray ) vertical leal, Why isn't this "green vertical"?

Continuous stimuli create spurisas conjuncticns. Here the occlusion of 4 green leaf pro-
duces a green vertical contowr in the image. However, thee spurious conjunctions do mol
serigasly imferters with search for targets defined by the true conjunctions of these fBatures

Maive observers have trouble seeing that this is a potential problem.
The introspective answer is clear (and probably correct). This green ver
tical is not a problem because, in a real sense, it does not exist. The green-
ness and the verticalness are parts of two different items, They seem to lie
in two different depth planes. Featural attributes are not disembodied in
perception, they are "owned”™ by objects or items {Nakavama & Shimojo,
1990; Wakayama, Shimojo, & Silverman, 1989). The vertical feature is
owned by the lattice. The green feature is owned by the leaf. Obviously,
for this 1o work in an account of gukded visual search, these owners mwst
exist preattentively. They do not need to exist in their final form as lattice
or leaf, but they do need to exist as wems that can have featural labels at-
tached to them.

The Item Map: Proposal and Implications

To summarize, preattentive processing of top and bottom, if it cxists, im-
plics preattentive processing of items that can have tops and bottoms.
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Preattentive sensitivity to the part—whole structure of items, which cer-
tainly does exist, implies preattentive processing of items that can have
parts and wholes. The failure of spurious conjunctions of features to in-
terfere with visual search for items defined by the same conjunction of
features implies that basic features can be preattentively assigned to items.
My proposal, therefore, is that preattentive processing is not limited to
parallel extraction of energy in different sets of feature-tuned channels.
Preattentive processing appears to include an initial division of the stim-
ulus into items for subsequent attentive examination,

Al this stage, it is hard to be very specific about the nature of the
preattentive item representation. Many experiments are needed before it
is clear how, for example, parts and wholes are represented. Whether
there is a limit on the number of preattentively available items is also
got to be determined. Perhaps only a few items can be parsed at a time.
A version of this idea can be found in Pylyshyn's finger of instantiation
{FINST) model. Specifically, in discussing subitizing, Trick and Pylyshyn
suggested that a limited-capacity, preattentive process can handle around
five items at once {Trick & Pylyshyn, 1994). Their model does not ad-
dress the specific search issues discussed here, but in effect, they are
proposing that about five of Treisman’s “object files” (Kahneman & Tries-
man, 1984) can be 3£l up at once.

The notion of a fixed or nearly fixed number of items (or FINSTS, if
they are the same thing) seems problematic here. Evidence for preatten-
tive item processing (e.g., the part-whole experiments described above)
comes from displays with many more than five items, Perhaps the critical
idea to borrow from the FINST model is that the item map may be par-
allel but of limited capacity. Faced with the need to process a host of items
in a search for a green leaf, that capacity is spread thin, creating a crude
division of the field into items. Different tasks would change the deploy-
ment of this limited resource, Faced with the demand to keep track of the
mavements of a subset of moving items, perhaps the limit is reduced to
about five (Yantis, 1992). Faced with a very small number of items, per-
haps the capacity is adequate to allow all of the items to be represented in
a manner that allows them to make contact with stored representations in
memary. For instance, three letters might all activate their respective rep-
resentations in memory and activations of flanking items might interfere
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with response to a target letter (Eriksen & Hoffman, 1973).* Negative
priming might be a similar example where two items are so fully processed
that the distractor representation must be inhibited in order to respond
to the target {Tipper, 1985, 1992).

The idea of a resource that can be applied broadly with weak effect or
narrowly with strong effect is not new. See Nakayama (1990) or Treisman
{1993} for a couple of recent examples. [t must also be stressed that the
connection between preattentive processing of items in visual search and
effects like the flanker effect, subitizing, and negative priming is highly
speculative.

Is This Just “Late Selection™ Revisited?

The proposal that people preattentively parse the visual scene into items
has an air of “late selection™ about it. However, preattentive items are not
merely late selection with another name. It may be that items are found
preattentively but, in visual search experiments, there appear to be pro-
found limits on available information about those items. Classic late se-
lection has items reaching their representations in memory in parallel.
However, it is clear that the preattentive representation of items is not this
elaborate. For example, there is no parallel processing of faces (Nothdurf,
1993hb), let alone of face recognition. At an even more basic lewvel, there
may be no preattentive representation of spatial relationships such as up,
down, left, and right. The orientation of a single element may be known,
but subjects show no sign of parallel processing of refationships such as
“Is the '+ above the '="1" (Logan, 1994). This may explain why preat-
tentive processes seem unable to distinguish between Ts and Ls (Bergen
& Julesz, 1983).

It may be that this view of preattentive processing provides a link be-
tween carly and late selection models. If, as discussed above, the preat-
tentive item map is a limited capacity parallel processor, perhaps it can
fully process a small number of items, allowing for the late selection re
sults that are seen in flanker tasks, negative priming, and, perhaps, novel
pop-out (Hawley, Johnston, & Farnham, 1994; Johnston et al., 1993). A

M recogre thas i s quite 2 teach from visesal search for red bouses with yelloss windows 1o the Sanker
effect; but it seemed appropriste im lght of the cocasins.
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proposal of this sort has recently been put forward by Lavie and Tsal
(1994), but the matter remains apen,

SUMMARY

Cooided Search 2.0 gives an account of a wide range of visual search tashs.
However, it is not a complete theory of visual search. On the basis of the
issucs and data presented here, I argue that this model or, indeed, any
maodel of visual search, will need to include some ability to parse the vi-
sual scene into searchable items in paraliel.
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