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Abstract

Humans can remember many scenes for a long time after brief presentation. Do scene understanding and encoding processes require
visual selective attention, or do they occur even when observers are engaged in other visual tasks? We showed observers scene or texture
images while they performed a visual search task, an auditory detection task, or no concurrent task. Concurrent tasks interfered with
memory for both image types. Visual search interfered more than eVects of auditory detection even when the two tasks were equally diY-
cult. The same pattern of results was obtained with concurrent tasks presented during the encoding or consolidation phases. We conclude
that visual attention modulates picture memory performance. We did not Wnd any aspect of picture memory to be independent of atten-
tional demands.
© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The ability to rapidly perceive and understand complex
visual scenes is one of the most fundamental and impressive
aspects of human vision. Potter (1976) and Schyns and
Oliva (1994) have shown that scenes can be identiWed in
about 100 ms, indicating that the information necessary for
scene identiWcation can be extracted very quickly. Under-
standing this talent is one of the larger challenges faced by
visual perception research. Not only do humans recognize
scenes with ease, but they also remember those scenes
remarkably well (Shepard, 1967). Standing’s seminal stud-
ies (1973, 1970) showed that humans have a vast memory
capacity for photographs of natural objects presented for
only a few seconds. In the existing literature, picture or
scene memory has been studied under conditions of full
attention. However, outside of the laboratory, we rarely
concentrate on encoding scenes for later recall. Rather, we
are usually engaged in some other purposeful behavior,

such as navigation or visual search. Do the processes sup-
porting robust picture memory proceed unimpeded outside
the focus of attention? If not, what role might attention
play? In this paper we address the role that visual selective
attention plays in memory for pictures.

In order to answer that question, it would be very help-
ful if we knew what is being recognized when we recognize
a scene as in a picture memory task. However, the nature of
the mental representation formed after brieXy viewing a
scene is not fully understood. A secondary goal of this work
is to add some insight into the nature of the representations
that support picture memory. Our initial subjective experi-
ence of a scene is of a very detailed representation. As soon
as the stimulus is removed, however, that representation
begins to deteriorate. Work on change blindness shows just
how fragile that representation must be (Pashler, 1988;
Rensink, O’Regan, & Clark, 1997; Simons & Levin, 1997).
Observers are very bad at recognizing substantial changes
in scenes, even a very brief moment after that change has
occurred unless they happened to be attending to the item
that was changed. Indeed, Wolfe, Reinecke, and Brawn
(2006) showed that observers can be very poor at detecting
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change even if attention is directed to the critical item at the
moment of change.

Clearly, memory for scenes is not the equivalent of an
image Wle stored on your disk drive. In the literature, it has
been proposed that people extract and encode the gist of an
image, but what exactly is meant by “gist”? Colloquially, it
might be described as the brief description of the scene. “A
farm with cows, a beach on a sunny day, etc.” Indeed, some
have tried to codify this approach by collecting those verbal
descriptions (Potter, Staub, & O’Connor, 2004). While the
verbal description may give us insight into the contents of
the gist, it is not, itself, the gist if by gist we mean the repre-
sentation that can be extracted in a brief exposure to the
stimulus and used to support picture memory. We can eas-
ily imagine two scenes that might elicit the same brief
description (e.g., beach on a sunny day) and yet be easily
distinguished in memory. Potter et al. have shown that pic-
ture memory, at least in the short term, involves more than
the semantic description.

One possibility is that the gist is a list of attended
objects with, perhaps, some information about their rela-
tive positions. Some early evidence suggested that mem-
ory for a set of disorganized objects was as good as
memory for objects in organized scenes (Mandler & John-
son, 1976; Mandler & Parker, 1976) and more recent work
shows excellent memory for attended objects in scenes
(Hollingworth & Henderson, 2002; Hollingworth, Wil-
liams, & Henderson, 2001; Newell, Brown, & Findlay,
2004). Nevertheless, as with the limitations of the verbal
description, it is clear that picture memory is not based on
a list of objects, alone—even if that list can include large
background “objects” like a beach. First, it is intuitively
clear that the same list of objects might be derived from
two scenes that would be easily discriminated in memory.
Second, there is abundant evidence for the role of scene
context in memory (e.g., Brockmole & Henderson, 2006;
Hollingworth, 2006; Neider & Zelinsky, 2006; Torralba,
Oliva, Castelhano, & Henderson, 2006).

Oliva and her colleagues have stressed the role of low
spatial frequency information and global information
(Oliva, 2005; Oliva & Schyns, 1997; Oliva & Torralba,
2006) in the initial analysis of images. They have shown
that semantic information can be derived from low-level
features of the scene as a whole, without any need to parse
the scene into objects. Thus, a simple, feed-forward analysis
of spatial frequency components in a scene can be enough
to derive labels like “beach” or “street scene.” It is unlikely
that this representation can successfully support persistent
memory for this beach or this street, but the spatial enve-
lope can provide a diVerent sort of information about the
gist of a scene.

Other low-level features, such as mean object size, can be
extracted from visual images. A number of studies have
shown that observers are capable of extracting the statisti-
cal properties of meaningless textures (Ariely, 2001; Chong
& Treisman, 2003; Chubb, Econopouly, & Landy, 1994;
Chubb & Landy, 1994). There is some evidence for some

memory for these properties (e.g Parkes, Lund, Angelucci,
Solomon, & Morgan, 2001) but there have not been exten-
sive studies of memory for properties like the orientation
mean or the brightness variance in an image, especially in
meaningful scenes.

There is no reason to assume that the remembered repre-
sentation of a scene needs to be limited to one of these types
of information. In this paper, we explore the possibility that
the gist of a scene contains at least three components: (1) a
set of statistical properties including the distribution of
basic features like colors and orientations, (2) structural
information about the layout of the scene (as in Oliva &
Torralba’s (2001) spatial envelope) and (3) a set of objects,
which might be relatively small if the scene is presented
brieXy.

In this paper, we ask if memory for any or all of these
elements is modulated by visual selective attention. By
“visual selective attention,” we mean that aspect of atten-
tion that is required when observers perform ineYcient
visual search tasks (Wolfe, 1998). Some basic feature infor-
mation can be found while attention is occupied by a search
task (Braun, 1994, 1998; Braun & Julesz, 1998). There is a
limited ability to determine if a type of object (e.g., an ani-
mal) is present under these circumstances (Li, VanRullen,
Koch, & Perona, 2002; VanRullen, Reddy, & Koch, 2004).
Finally, it has been proposed that spatial layout/spatial
envelope information does not require selective attention
(Torralba et al., 2006). Thus, is it possible that all of the
building blocks of scene memory might be encoded even if
selective attention is otherwise engaged.

Accordingly, we had participants perform a visual
search task during picture encoding. In three experiments,
participants studied meaningful scenes and meaningless
texture images under single-task conditions or while per-
forming a concurrent task. Since we were particularly inter-
ested in the role of visual selective attention, as opposed to
more central attentional limitations, the concurrent task
could be either a visual search task or an auditory detection
task. Previous research has shown that auditory shadowing
can interfere with picture memory (Allport, Antonis, &
Reynolds, 1972; Rollins & Thibadeau, 1973; Rowe & Rog-
ers, 1975). The comparison between the visual dual-task
and the auditory dual-task allows us to determine if divert-
ing visual selective attention has an eVect that is greater
than a general dual-task cost.

In the three experiments reported here, we found a dual-
task cost on picture memory. This cost was greater when
the concurrent task was visual search, as compared to the
auditory task. This was true even when the visual and audi-
tory tasks were equated for diYculty (Experiments 2 and 3).
Interference was observed for all stimulus classes, suggest-
ing that encoding of all components of gist is modulated by
attention. Furthermore, dual-task interference was
obtained even when the concurrent task was only per-
formed after the picture was removed (Experiments 3),
indicating that visual selective attention is involved during
consolidation as well as (or perhaps instead of) encoding.
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2. Experiment 1

In this experiment, we assessed picture memory for a
variety of stimulus materials with and without a concurrent
attention task.

2.1. Method

2.1.1. Participants
Fourteen naïve observers were recruited from the Brig-

ham and Women’s Hospital Visual Attention Laboratory
volunteer pool. Observers (4 males, 10 females) ranged in
age from 18 to 50 years (meanD29.3 years). Each partici-
pant passed the Ishihara test for color blindness and had
normal or corrected to normal vision. All participants gave
informed consent and were paid $10.00 for their time.

2.1.2. Stimuli and apparatus
In this study, we used four types of scenes: (1) Scenes, as

they are typically deWned in the literature: meaningful pic-

tures of real places, indoor and outdoor. Such scenes have
feature statistics, a spatial layout, and objects; (2) Texture
images. These have feature statistics. However, they lack
objects, unless the texture, itself, is an object, and they all
have roughly the same Xat, frontal layout making layout
information useless; (3) ShuZed scenes. We disrupted the
spatial layout aspect of scenes by randomly shuZing blocks
of the image (Biederman, 1972; Biederman, Glass, & Stacy,
1973; Biederman, Rabinowitz, Glass, & Stacy, 1974). This
created a set of images with objects (albeit fragmented in
some cases) and feature statistics but signiWcantly reduced
layout information (local regions could be used to infer
some scene structure but the global structure or spatial
envelope was disrupted); (4) ShuZed textures. Applying the
block shuZing procedure to the texture stimuli simply cre-
ated another set of textures with a block-like structure.
Examples of all four types of stimuli are shown in Fig. 1.

Stimuli were presented on a 21 in. monitor set to a reso-
lution of 1024 by 768 at a refresh rate of 75 Hz, and con-
trolled by a Macintosh G4 computer running Mac OS 9.2.2.

Fig. 1. Stimulus types: top row whole and scrambled textures. Bottom row: whole and scrambled scenes. The 2 s and 5 s are the stimuli for the concurrent
visual search task.
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The experiment was programmed in Matlab 5.2.1 (The
MathWorks) using the Psychophysics Toolbox routines
(Brainard, 1997; Pelli, 1997). Participants were seated
57.4 cm from the monitor; at this distance, 1 cm on the
screen subtends one degree of visual angle (°). All images
were presented in 8-bit color and subtended 20° by 20°
(512£ 512 pixels).

Four sets of visual stimuli were used for this experiment;
these were derived from 370 scenes and 340 textures. Scenes
were taken from the VisTex database (http://
www.white.media.mit.edu/vismod/imagery/VisionTexture/
vistex.html, the Oliva & Torralba (2001) database and from
the photographic works of Hans Hendriksen (http://
www.hanshendriksen.net). Texture images were chosen
from the photographic works of Steven Duty and Ulfar
Harris Eliasson (http://icestory.com). ShuZed versions of
each image were created by dividing the images into a 5£ 5
grid and randomly rearranging the sectors. In all condi-
tions, a search array of eight yellow digital 2 s and 5 s, each
subtending 0.8 degrees in width and 1.8 degrees in height,
was superimposed over the image (see Fig. 1). The search
stimuli were placed randomly on an invisible jittered 5£ 5
grid. There were 0, 1, or 2 5 s in each array.

When an auditory task was added, three 50 ms tones
were presented on each trial. High tones had a frequency of
800 Hz and low tones had a frequency of 500 Hz.

2.1.3. Procedure
This experiment consisted of 14 conditions. Twelve were

produced by crossing the four stimulus classes (intact
scenes, shuZed scenes, intact textures and shuZed textures)
with the three task sets (single-task picture memory, dual-
task visual search, and dual-task auditory discrimination).

The other two conditions measured baseline (single task)
accuracy in the visual search and auditory discrimination;
tasks shuZed scene images not used in other conditions
were used as the background for these conditions. Each
participant completed all fourteen conditions in a ran-
domly generated order.

Except for the visual search and auditory discrimination
baseline conditions, each condition consisted of 32 training
trials followed by 32 memory test trials. For each of the 32
training trials, the observer viewed an image for 500 ms, fol-
lowed by a response screen in the dual-task conditions, or a
blank interval in the single-task, picture memory condi-
tions. For each of the 32 memory test trials, participants
were asked to indicate whether the presented picture was
new or old. Sixteen of the images in this phase had been
presented in the training phase and 16 were novel images.
Order of presentation was randomized. If a picture was
used in either the training or test phase of one condition, it
was never shown again in any of the remaining conditions.
For the baseline conditions, the test phase was omitted. A
diagram of the experimental sequence for the dual-task
conditions is shown in Fig. 2.

In all conditions, a 2 versus 5 search array was superimposed
over the pictures during the training phase. In the picture
memory alone condition, participants were instructed to
ignore the search array, and to try to remember as much
about the pictures as possible. For the dual-task conditions,
participants were instructed to give priority to the search or
auditory task. In the visual search dual-task conditions,
participants were asked to count the number of 5 s pre-
sented on each training trial. After viewing each picture,
participants were asked to indicate the number of 5 s using
the number keypad. There were no target 5 s on 45% of the

Fig. 2. Stimulus and task for Experiment 1. This is an example of the texture stimuli.



Aut
ho

r's
   

pe
rs

on
al

   
co

py

J.M. Wolfe et al. / Vision Research 47 (2007) 955–964 959

trials, one target on 45% of the trials and two targets on
10% of the trials. In the auditory dual-task conditions, a
three tone sequence, lasting 500 ms, was presented simulta-
neously with the image. The task was to report the number
of high tones played, which could be zero, one or two in the
proportions give above. The termination of the last tone
coincided with the image being removed from the screen.
As in the visual search, participants used the numeric key-
pad to indicate the number of targets (here, high tones).

In the search and tone baseline conditions, participants
performed 32 trials of the search or tone task while ignor-
ing the scene. Participants were given two practice trials at
the start of each condition, so they could familiarize them-
selves with the task.

2.2. Results and discussion

Fig. 3 shows the error rates on the concurrent tasks:
search and tone discrimination. Participants were consis-
tently more accurate on the tone task than on the visual
search task but performance was quite good overall
(chance would yield 58.5% error), indicating that partici-
pants were following instructions and attending to the con-
current tasks. Note that we wanted a task that would keep
performance well below 100% correct because we wanted
observers to be searching (or listening) throughout the pic-
ture presentation. Otherwise, observers might Wnish the pri-
mary task and have free time to devote to the encoding of
the scene. The error rates indicate that participants were
performing at the same level in the dual-task conditions as
in the baseline conditions. For the search task, performance
is actually somewhat better in the dual-task conditions,
while for the auditory task, baseline performance is in the
middle of the narrow range of performance in the dual task
conditions.

Picture memory recognition performance is shown in
terms of d’ for intact images in Fig. 4a and for shuZed
images in Fig. 4b. In analyzing the dual task conditions, we
excluded all dual-task trials in which errors were made on
the concurrent task.

Consider, Wrst, the single-task picture memory data.
There was a strong eVect of stimulus type on performance

(ANOVA F(3,52)D 9.4, p < .001). Post hoc comparisons
show that unshuZed scenes were remembered better
than any other stimulus type (Bonferroni corrected t-tests,
all p < .001). No paired comparisons between texture,
shuZed scenes, and shuZed textures approach statistical
reliability.

Clearly, there is information available in intact scenes
which is not available in any of the other three image types.
We identiWed three types of information that may be useful:
features, objects, and layout. It is highly unlikely that fea-
ture statistics can account for the performance diVerences,
since all image types contain useful featural information.
Scenes also vary widely in the number and type of objects
present, while textures typically contain a single object (the
texture) or at most a collection of highly similar objects
(e.g., the Xagstones in the upper left image in Fig. 1). How-
ever, the shuZed scenes also contain objects. Some of these
objects may have been arbitrarily fragmented by the shuZ-
ing operation. Nevertheless, many objects in the shuZed
scenes are clearly visible, even if broken. ShuZed scenes
may have somewhat less object information than intact
scenes, but they have far more object information than the
texture images. Yet there was no diVerence in performance
between shuZed scenes and textures. This outcome sug-
gests that objects play very little role in picture memory
when those objects are not situated in a meaningful spatial
layout.

Finally, scenes vary widely in their layout or spatial
envelope. Textures have some layout, but for the most part
they all have the same 2D frontal plane layout, and a shal-
low spatial envelope, while the layout information in the
shuZed scenes is substantially disrupted. DiVerences in

Fig. 3. Performance (percent correct) on the concurrent tasks. Chance per-
formance would produce 58.5% errors.
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available layout or spatial envelope information, therefore,
would seem to explain the diVerences in memory perfor-
mance among the four image classes.

Turning to the eVects of the concurrent tasks, we per-
formed an ANOVA with three factors: dual task (none,
visual, auditory), stimulus type (scene, texture), and stim-
ulus status (normal, shuZed). There was dual task inter-
ference with memory performance for all stimulus types
(One-way ANOVAs on each stimulus type, all F(2,39)
> 6.6, all p < .003). In all but one case, Bonferroni cor-
rected t-tests found a signiWcant decrease in performance
between the single task and each of the dual-task condi-
tions. The one exception was that the auditory dual task
did not signiWcantly interfere with memory for textures
(pD .19). This argues for a role of attention in the encod-
ing of scenes into memory. Moreover, diverting attention
has an impact even on memory for the texture stimuli,
which are presumably remembered on the basis of feature
statistics since those statistics would diVerentiate between
textures far more eVectively than any minimal layout or
object information.

While these results show a clear dual-task cost on pic-
ture memory scenes and textures, they do not clearly indi-
cate whether visual selective attention is speciWcally
required for normal picture memory. Performance on the
picture memory recognition task was better in the audi-
tory dual-task condition than in the visual dual task con-
dition, (main eVect of concurrent task in an ANOVA
comparing just the concurrent search and tone tasks:
F(1,3)D 7.4, p < .005). However, since the auditory task
was apparently easier than the visual search task, reduced
interference by the auditory task might only reXect its less
demanding nature. Accordingly, we replicated the experi-
ment with an eVort to equate the dual tasks for diYculty.

3. Experiment 2

In this experiment, we sought to equate the visual search
and auditory tone discrimination tasks in diYculty. Prior to
the study phase of the experiment, participants performed a
short tone discrimination calibration experiment. We var-
ied the diYculty of the auditory task by varying the total
number of tones. Since the mean error rates for the visual
search control conditions were approximately 30% in
Experiment 1, we selected the level of diYculty for each
observer that would lead to roughly 30% errors on the tone
task. With diYculty for search and tone tasks thus equated,
we then replicated the design of Experiment 1, with the
exception of the shuZed stimuli.

3.1. Method

Fourteen naïve observers (6 males, 8 females) were
recruited as described above, ranging in age from 18 to 53
years (meanD28.9 years). Apparatus and stimuli were as
described previously, though we did not use the shuZed
stimuli.

3.1.1. Procedure
This experiment began with a 50 trial auditory discrimi-

nation session. In separate blocks, we varied the total num-
ber of tones presented: 3, 4, 5, 6. Participants were asked to
report the number of high tones in a sequence, which varied
from three fewer than the total number of tones to one
fewer (e.g., with 6 total tones, there could be 3, 4, or 5 tar-
gets). We then selected the total number of tones for each
observer that yielded performance closest to 30% error.
This value was used for that observers’ tone task through-
out the remainder of the experiment.

In the main portion of the experiment, images were pre-
sented for 500 ms with a superimposed search array, as in
Experiment 1. In the dual task conditions, participants
counted either 5 s or high tones. In the single task picture
memory conditions participants rated the “likeability” of
the scene or texture on a scale from 0 (“not at all”) to 2
(“liked it a lot”). This ensured that the temporal structures
of the single and dual-task conditions were equated. Since
we did not use shuZed images in this experiment, there
were six conditions (scene/texture X dual-task tone, dual-
task search, or single task).

3.2. Results and discussion

The manipulation of the diYculty of the tone task was a
success. Error rates for visual search and tone discrimina-
tion were not signiWcantly diVerent from each other (t
(13) < 1.0). As in previous experiments, whenever an
observer made an error on the concurrent task in the dual
task conditions, the image presented on that trial was
excluded from the picture memory analysis for that
observer. Picture memory performance as a function of
image type and dual-task condition is shown in Fig. 5.

The results of Experiment 2 closely replicated the results
of the comparable conditions of Experiment 1. A 2-way
ANOVA reveals a main eVect of stimulus type: scenes are
remembered better than textures (F(1,14)D 53.9, p < 0.001)
and a main eVect of dual-task (F(2,28)D 102.2, p < .001).
There is no interaction between the two (F(2,28)D0.2,
pD .77). Diverting attention disrupted picture memory.

Fig. 5. Results of picture memory test in Experiment 2.
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The goal of Experiment 2 was to determine whether
the eVect of the concurrent task had a speciWcally visual
component. With the two concurrent tasks equated for
diYculty, we can test this hypothesis more convincingly
than in Experiment 1. A 2 £ 2 ANOVA restricted to the
dual task conditions revealed that the search task did,
indeed, produce a larger eVect than the tone task
(F(1,14) D 16.8, p < .001). There was also a main eVect of
stimulus type: scenes were remembered better than tex-
tures under dual task conditions (F(1,14)D 23.6, p < .001).
There was no interaction (F(1,14) D 0). These results sup-
port the conclusion that diverting visual selective atten-
tion interferes with picture memory. Furthermore, this
interference is comparable for scenes, possessing objects
and spatial layout, and for textures, that lack objects and
share the same, Xat, frontal plane layout information.
This result was not obvious. It could have been that
search interfered with attention-demanding object recog-
nition processes but not with “parallel” assessment of
image statistics. Nevertheless, whatever resources are tied
up by the search task appear to be used in encoding both
scenes and textures. In addition to the cost of diverting
visual attention, there is also a more central dual-task
cost associated with the tone task.

4. Experiment 3—interference during consolidation

Experiments 1 and 2 showed that picture memory is
impaired if visual attention is occupied during the initial
study of the to-be-remembered images. Successful picture
memory requires that information be encoded into memory
and then consolidated. Potter and colleagues (Potter, 1976,
1993; Potter & Levy, 1969) have shown that a picture can
be encoded to a point that allows an observer to under-
stand the basic content of a scene (e.g a picnic) within
150 ms. However, several hundred additional ms are
required to suYciently consolidate the memory to permit
good recall after a delay. The design of Experiments 1 and 2
allowed the concurrent tasks to interfere with either encod-
ing or consolidation. In Experiment 3, picture encoding and
the concurrent task were separated in time. If the speciW-
cally visual dual-task costs in Experiments 1 and 2 were due
to diversion of attention during stimulus encoding, then the
cost of a visual search task during consolidation should be
equivalent to that of the auditory tone task presented dur-
ing consolidation.

4.1. Method

Experiment 3 followed the methods of Experiment 2.
Indeed, the same 14 observers were tested in both experi-
ments. Apparatus and stimuli were as described for Experi-
ment 2.

4.1.1. Procedure
Like Experiment 2, this experiment began with a 50 trial

auditory discrimination session that determined the num-

ber of tones used in the concurrent tone task of the main
experiment. The procedure was the same as in Experiment 2
except that pictures and search arrays were temporally sep-
arated. During the training phase, images were shown for
125 ms without a superimposed search array. After 125 ms,
the image was replaced by a search display of yellow 2 s and
5 s on a black background for 375 ms. In the auditory dual-
task condition, the tone sequence was presented for the
same duration as the visual search stimuli while partici-
pants viewed the blank screen.

For the picture memory, single task training conditions,
participants were instructed to ignore the search display
and try to remember as much about the picture as possible,
and then to rate how much they liked the picture on a scale
from 0 (“not at all”) to 2 (“liked it a lot”). As in Experiment
2, this ensured that the temporal structure of the single and
dual-task conditions were equated.

Two image types (scene vs. texture) crossed with three
tasks (single task picture memory, dual task visual search,
and dual task auditory) yielded six conditions.

4.1.2. Results
Again, the eVort to equate the tone and search tasks was

successful. Performance on the search task was not signiW-
cantly harder than performance on the tone task. Indeed,
the tone task produced slightly higher error rates (16%)
than the search task (12%), but this was not statistically
reliable (t(13)D 0.92, pD .33).

Picture memory results for Experiment 3 are shown in
Fig. 6. There was a main eVect of image type, such that
scenes were remembered better than textures
(F(1,14) D 11.5, p < .005), and a main eVect of concurrent
task (F(2,28)D 39.7, p < .001). There was no signiWcant
interaction (F(2,28)D 2.5, p D 0.09). Since we deliberately
equated concurrent task diYculty in Experiment 3, we
can directly compare the eVects of tone and search con-
current tasks. In a 2£ 2 ANOVA on just the dual-task
conditions, the eVect of visual search was reliably larger
(F(1,14) D 8.8, p < .01). The eVect of concurrent task did
not interact with the type of search stimulus
(F(1,14) D 1.2, p D .3).

Fig. 6. Picture memory results for Experiment 3.
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5. General discussion

The three experiments described here show that picture
memory is not independent of the demands of visual spatial
attention. In each experiment, the requirement to perform a
visual search task reduced d’ by more than 50%. Some por-
tion of this loss of sensitivity can be attributed to a general
dual task cost, since a concurrent tone identiWcation task
also reduced d’. However, in each of the experiments, the
eVect of the visual search task was reliably greater than the
eVect of the auditory tone task. In Experiment 1, this might
be attributed to diVerences in task diYculty, but this expla-
nation cannot account for Experiments 2 and 3, in which
the diYculties of the two concurrent tasks were matched.
Therefore, it is reasonable to conclude that attention to the
visual search stimulus withdraws some resource from the
processing of scenes and textures that would otherwise con-
tribute to memory for those pictures. In a similar, comple-
mentary result, Allport et al. (1972) found that auditory
shadowing interfered more with recognition of auditorily
presented words than pictures.

It is unlikely that the visual search stimulus produced
simple visual interference by obscuring the pictures. First,
the search array was also present in the control and tone
task conditions, in which participants did not need to
attend to the search array. Second, in Experiment 3, the
search array was presented only after the visual stimulus
was removed, yet the concurrent search task still had a
greater eVect than the concurrent tone task.

We had hoped that visual selective attention would have
diVerential eVects on memory for diVerent types of images.
In the introduction, we noted that the gist of an image
might be divisible into features statistics, layout, and object
information. The texture images have very similar, Xat lay-
outs and essentially no object information. The shuZed
scenes of Experiment 1 have substantially disrupted layout
and some objects may be fragmented. It always seemed
likely that diverting visual selective attention would inter-
fere with object encoding, since most object recognition
seems to demand attention (Biederman, Blickle, Teitel-
baum, & Klatsky, 1988; Stankievich & Hummel, 1995; Tre-
isman, 1988). However, it seemed possible that feature
statistics and/or layout might reach memory via a non-
selective pathway (Wolfe, 2006) that would not be dis-
rupted by a search task. Some aspects of scene processing
are not disrupted by concurrent visual search. For example,
if shown a scene, observers are likely to believe that they
have seen a wider angle view than was actually presented
(“boundary extension”, Intraub & Berkowits, 1996;
Intraub & Richardson, 1989). This tendency to construct
the world beyond the boundaries of the current stimulus is
not disrupted by concurrent visual search (Intraub, Dan-
iels, Horowitz, & Wolfe, 2006). If memory for feature statis-
tics were similarly immune to the eVects of concurrent
search, we might have found that the visual search task
interfered with memory for scenes but not with memory for
textures. More realistically, given that any dual task would

produce some interference, we might have found that the
visual and auditory tasks would have the same eVect on
memory for textures but that the visual task would have
had a greater eVect on memory for scenes.

We found no such result. The visual search task had an
eVect on memory for all types of images used in these
experiments and that eVect was greater than the eVect of
the tone task. There are, at least, three possible accounts
of this null result (beyond the ever-present possibility
that it is merely a null result waiting for a more powerful
experiment). First, our analysis of picture memory could
be wrong. Picture memory might not be memory for
objects, layout, and feature statistics. Second, textures
and scenes might not be qualitatively diVerent from the
vantage point of picture memory. The visual system
might Wnd something like objects and layout in textures
even if we, the experimenters, thought otherwise. Finally,
it might be that the visual search concurrent task inter-
fered with some visual processing stage beyond selection.
There is evidence for at least two attentional bottlenecks
in the visual pathway. One would be the selective bottle-
neck apparently involved in object recognition. The other
would be a later bottleneck into visual working memory
that produces phenomena like the attentional blink
(Chun & Potter, 1993; Raymond, Shapiro, & Arnell,
1992). Evidence from priming studies shows that the
blink bottleneck lies after object recognition, since
objects that are not reported due to the blink nevertheless
produce priming based on their recognized identity
(Luck, Vogel, & Shapiro, 1996; Shapiro, Driver, Ward, &
Sorenson, 1997). The bottleneck involved in the atten-
tional blink seems to aVect all types of visual processing
(e.g., Marois, Yi, & Chun, 2004). If the search task
invoked the blink bottleneck as well as the earlier selec-
tive bottleneck tied to object recognition, then it might
not be surprising that visual search disrupted memory for
all types of images used here. This hypothesis is consis-
tent with the fact that visual search disrupted consolida-
tion in Experiment 3.

The main conclusion of this work remains clear. Scenes
are not coded into memory via some pathway that is
immune from competing demands of other visual tasks. To
eVectively remember a scene, you need to attend to that
scene.
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