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produced a signiÞcant main effect of property on reaction
time (F(3,42) = 50.4,p G0.001).

A second Þnding was that there were signiÞcant search
asymmetries (Treisman & Souther,1985). Search for urban
targets among natural produced shallower slopes than
natural among urban (t(28) = 2.08,p G 0.05), search for
highly navigable images was more efÞcient than for non-
navigable images (t(28) = 5.09,p G0.001), and search for
images with a high degree of transience was more efÞcient
than search for low-transience images (t(28) = 2.86,p G
0.01). Search slopes did not signiÞcantly differ between
large- and small-depth targets (t(28) = 1.14,p = 0.27).

Accuracy

Despite producing such inefÞcient search slopes, participants
were very accurate in their searches. OveralldVwas 3.31 (false
alarm rate: 3.7%). By property pole,dVranged from 3.1 for
large depthto 4.4 for natural. There was no main effect of
property pole on search accuracy (F(1,14)G1).

Critically, set size did not signiÞcantly interact with
accuracy (F(9,126)G 1), suggesting that participants did
not become less accurate with increasing numbers of
images.

Discussion

As noted earlier, global scene properties are readily
identiÞable in a fully attended display. Indeed, observers
in Greene and OlivaÕs (2009b) study could reliably
classify these speciÞc images after 19Ð45 ms of viewing
time. Nevertheless, this experiment demonstrates that such
global properties do not support efÞcient search and,
therefore, do not appear to be sources of guidance. The
current results are not in dispute with Greene and Oliva
(2009b). The ability to rapidly classify a single, attended
property does not imply that the property should guide
search. To take a simple example, the digits Ò2Ó and Ò5Ó
can each be rapidly identiÞed in isolation, but search
for a 2 among a Þeld of 5s leads to inefÞcient search
(Kwak, Dagenbach, & Egeth,1991). Furthermore, although
the categorization of a single object can be very rapid
(Grill-Spector & Kanwisher,2005), search for a particular
object among others is not efÞcient (Biederman, Blickle,
Teitelbaum, & Klatsky, 1988; Vickery et al., 2005).
Likewise, search for material type is inefÞcient (Wolfe
& Myers, 2010) despite rapid classiÞcation of single
materials at the center of attention (Sharan, Rosenholtz, &
Adelson,submitted for publication).

Figure 1. Sample scenes for each target global property pole. Each property is shown in a 2� 2 square with 2 examples of the property’s
low pole shown in the top row and 2 examples of the property’s high pole shown in the bottom row.
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We cannot attribute search inefÞciency to a failure to
understand the global scene properties. The high level of
accuracy in the search shows that once an image was
attended, the properties were perceived and then correctly
classiÞed. Nor is the inefÞciency due to a need to Þxate
each item in order to categorize it. Given 3Ð4 Þxations per
second, we do not begin to suspect a need for Þxation
until target-present slopes are over 100 ms/item and this
only occurred for themean depthconditions.

The inefÞciency of global property searches suggests
that such properties cannot be extracted in parallel from
multiple images. In this case, what determines the rate of
global property search? One hypothesis would be that the
slope of the RT� set size function should be related to
the time required to identify a global property in a single
scene. An estimation of this time (viewing duration
required for 75% correct classiÞcation) was made by
Greene and Oliva (2009b). The relationship of the
identiÞcation time and the average slope is shown in
Figure 3. Although a more stringent test of this relation-
ship would compare identiÞcation times and slopes for
the same, individual observers, these between-observer,

averaged results suggest that search slopes are not strongly
related to the time required to identify each item (r =
j0.10,p = 0.90). IdentiÞcation ofmean depthconditions
was not much slower than identiÞcation ofnatural and
urban scenes. However, search inmean depthconditions
yielded slopes many times less efÞcient than search in
naturalnessconditions.

Nor is it obvious how to explain the search asymme-
tries. It is easier to Þnd urban among natural, highly
navigable among non-navigable, and highly transient
among static than vice versa. Were one global property
pole to support efÞcient search, then we might follow the
argument that it is easier to Þnd the presence of this Òbasic
featureÓ than to Þnd its absence (Wolfe, Klempen, &
Dahlen,2000). For example, it is easier to Þnd a moving
stimulus among static distractors than vice versa because
it is easier to detect the presence of motion than its
absence (Dick, Ullman, & Sagi,1987). However, this
logic does not hold when the easier of the pair of search
slopes is inefÞcient. In this case, all that can be said is that
it is easier to search through one type of scene when it is
the distractor than the other. In this case, that would mean

Figure 2. Reaction time as a function of set size for the four global properties: (a) Naturalness, (b) navigability, (c) transience, and (d) mean
depth. Circles show the case where one pole served as target. Squares show the other pole. Target-present trials are represented with solid
lines and target-absent trials with dashed lines. Error bars representT1 SEM.
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The procedure forExperiment 2was otherwise identical
to Experiment 1.

Results and discussion

Trials with reaction times under 200 ms or over 4000 ms
were discarded from analysis; 1.3% of total trials were
rejected (less than 10% of trials from each observer).

Reaction time

Figure 5 shows target-present reaction times as a
function of set size for all conditions ofExperiment 2.
Two points can be made here. First,Experiment 1can be
replicated. Search for natural scene images among urban
or vice versa is not efÞcient even if it is more efÞcient than
search for the other global scene properties tested in the
Þrst experiment. Second, the grayscale conditions shows
that the relatively efÞcient search for urban and natural
scene images in the Þrst experiment was not based on a
color signal (t(34) = 1.45,p = 0.15). If anything, grayscale
images produced slightly more efÞcient search with urban
grayscale targets producing a slope of just 11 ms/item.
This Þnding is in agreement with others showing little
contribution of color to rapid scene understanding
(Delorme, Richard, & Fabre-Thorpe,2000; Fei-Fei, Van
Rullen, Koch, & Perona,2005), although the use of color
depends on stimuli and task (Castelhano & Henderson,
2008; Oliva & Schyns,2000).

While the color signal does not seem to have been of
much use, observers used the Fourier amplitude signal.
When Fourier amplitude information was rendered non-
diagnostic in the average amplitude condition, search
slopes increased signiÞcantly to 55.4 ms/item (t(34) =
2.28,p G0.05), suggesting that amplitude plays a role in

Figure 4. Examples of (top) natural and (bottom) urban images used as targets forExperiment 2.

Figure 5. Target-present reaction time as a function of set size for
all conditions in Experiment 2. Natural scene targets are shown
with open symbols and urban scene targets are shown with
closed symbols. Error bars represent T1 SEM.
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